
  

Degree distribution

● Many other properties also don't match, including 
degree correlations and clustering coefficient
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Power laws
● Let x be the quantity we’re interested in
● Let p(x) dx be the probability that it lies between x and 

x + dx
● A straight line on the log-log plot implies that

● Take the exponential of both sides:

● Normally 2 < a  < 3 and always greater than 1



  

● We define the cumulative distribution function P(x) as 
the probability that the quantity of interest is larger 
than x:

Cumulative distribution

● This is called Pareto’s law – the cumulative distribution 
goes as a power law also, but with exponent a  - 1



  

● Much better to plot the cumulative distribution P(x) 
than to plot p(x):

Slope = a Slope = a  - 1
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● The cumulative distribution is interesting in its own 
right.  It tells you how often an event of a given size 
(or larger) occurs

● Suppose we measure n events in time t
● Then nP(x) are size x or greater and the mean interval 

between events of size x or greater is

Interesting things about power laws



  



  

● The cumulative distribution can tell you:
– How long will it be until the next large earthquake?
– How often do floods of a certain size occur?
– How long will it be before an asteroid wipes out life 

on Earth
● These questions belong to the field of study called large 

deviation theory or rare event dynamics

Interesting things about power laws



  

The “100-Year Flood”
● From the cumulative 

distribution we can 
calculate a flood curve 
of magnitude against 
average waiting time



  

The “80-20 Rule”
● The fraction of the population with wealth over x is 

P(x), and the fraction of the total wealth in the hands of 
those people is

● Eliminating x/xmin we get



  

Called a “Lorenz curve”



  

Gini coefficients

● Denmark 24.7

● Japan 24.9

● Sweden 25

● Czech Republic 25.4

● Norway 25.8

● Slovakia 25.8

● Bosnia 26.2

● Uzbekistan 26.8

● Finland 26.9

● Haiti 59.2

● Bolivia 60.1

● Swaziland 60.9

● Zimbabwe 61

● Central African 
Republic 61.3

● Sierra Leone 62.9

● Botswana 63

● Lesotho 63.2

● Namibia 74.3

● United States is 74th out 
of 125

● United Kingdom is 51st

● India and Canada are 
27th and 28th respectively

● China is 90th

● Germany is 13th

● France is 30th



  

The configuration model
● A random graph with given degrees

– You choose the degrees of all nodes
– Create nodes with the right numbers of spokes
– Join them up at random:



  

Degree of a neighbor
● Let pk be the fraction of nodes with degree k

● If we follow an edge then we reach nodes of high 
degree with probability proportional to k

● The distribution is:

● For example, average degree of a neighbor is:



  

Degree of a neighbor

● The difference between my neighbor's degree and 
mine is:

● So:

Your friends have more friends than you do



  

Degree of a neighbor

● Obviously the model is not perfect, but it gives results 
of the right order of magnitude



  

Excess degree distribution

● Usually we are interested not in the number of edges 
connected to our neighbor, but in the number of edges 
other than the one we arrived along

● If this excess degree is k, then the total degree is k + 1, 
and the excess degree thus has distribution

qk=
k1 pk1

〈k 〉

● This excess degree distribution plays a big role in the 
theory of networks



  

Giant component

● For instance you can work out whether there will be a 
giant component in the network as follows:
– Start at a single vertex and grow outward:



  

Giant component

● The expected number of nodes in the ring d steps from 
the center is equal to the number in the d – 1 ring, 
times the average excess degree

● Thus the number reached grows or shrinks 
exponentially depending on the average excess degree

● Average excess degree:

∑
k

k qk=∑
k

k k1 pk1
〈 k 〉

=∑
k

k k−1 pk
〈 k 〉

=
〈 k

2
〉−〈k 〉

〈k 〉



  

Giant component

● Thus we conclude there is a giant component if

〈k
2
〉−〈k 〉

〈k 〉
1

● Or equivalently if

〈k
2
〉−2 〈 k 〉0.

● For instance, in a network with a power-law degree 
distribution the second moment diverges and hence 
there is always a giant component



  

Giant component

● We can also calculate the size of the giant component
– Let u be the probability that the vertex at the end of 

an edge is not in the giant component
– If excess degree is k then the probability is uk

– Averaging over the distribution qk we get

– Where g1(u) is the generating function for the excess 
degree distribution



  

Example
● Exponential distribution:
● Giant component size:



  

Distribution of components



  

Epidemiology



  

Epidemiology



  

Bond percolation

Epidemiology



  

Bond percolation

● Let u be the probability that an edge does not connect 
to the giant component

● The probability that a particular edge does not lead to 
the giant component is 1 – p + puk, where k is the 
excess degree of the vertex at the end of the edge

● Then the average probability is



  



  

Coinfection

● Now suppose we have two diseases
● And suppose that one disease depends on the other:

– Infection with the first disease is necessary for 
infection with the second

– Or makes the second more likely
– Example: HIV's immunosuppressant effects 

increase the chances of getting certain types of 
infections
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Competing pathogens

● Alternatively, the two diseases can compete:
– One possibility is cross-immunity
– Example: Different strains of the same disease, like 

the flu
– Immunity to one strain gives you full or partial 

immunity to the other
– The second disease can only infect those who didn't 

already catch the first
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