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Abstract
We develop non-overlapping domain decomposition methods for the Biot system of poroelasticity in a mixed form. The solid
deformation is modeled with a mixed three-field formulation with weak stress symmetry. The fluid flow is modeled with
a mixed Darcy formulation. We introduce displacement and pressure Lagrange multipliers on the subdomain interfaces to
impose weakly continuity of normal stress and normal velocity, respectively. The global problem is reduced to an interface
problem for the Lagrange multipliers, which is solved by a Krylov space iterative method. We study both monolithic and
split methods. In the monolithic method, a coupled displacement-pressure interface problem is solved, with each iteration
requiring the solution of local Biot problems.We show that the resulting interface operator is positive definite and analyze the
convergence of the iteration. We further study drained split and fixed stress Biot splittings, in which case we solve separate
interface problems requiring elasticity and Darcy solves. We analyze the stability of the split formulations. Numerical
experiments are presented to illustrate the convergence of the domain decomposition methods and compare their accuracy
and efficiency.

Keywords Domain decomposition · Poroelasticity · Biot system · Splitting methods · Mixed finite elements

1 Introduction

In this paper we study several non-overlapping domain
decomposition methods for the Biot system of poroelasticity
[14], which models the flow of a viscous fluid through
a poroelastic medium along with the deformation of the
medium. Such flow occurs in many geophysics phenomena
like earthquakes, landslides, and flow of oil inside mineral
rocks and plays a key role in engineering applications such
as hydrocarbon extraction through hydraulic or thermal
fracturing. We use the classical Biot system of poroelasticity
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with the quasi-static assumption, which is particularly
relevant in geoscience applications. The model consists of
an equilibrium equation for the solid medium and a mass
balance equation for the flow of the fluid through the
medium. The system is fully coupled, with the fluid pressure
contributing to the solid stress and the divergence of the
solid displacement affecting the fluid content.

The numerical solution of the Biot system has been
extensively studied in the literature. Various formulations
have been considered, including two-field displacement–
pressure formulations [27, 45, 51], three-field displacement–
pressure–Darcy velocity formulations [32, 41, 48, 49, 52,
59, 60, 62], and three-field displacement–pressure–total
pressure formulations [42, 47]. More recently, fully-mixed
formulations of the Biot system have been studied. In [61],
a four-field stress–displacement–pressure–Darcy velocity
mixed formulation is developed. A posteriori error estimates
for this formulation are obtained in [2]. In [39], a weakly
symmetric stress–displacement–rotation elasticity formula-
tion is considered, which is coupled with a mixed pressure–
Darcy velocity flow formulation. Fully-mixed finite ele-
ment approximations carry the advantages of local mass
and momentum conservation, direct computation of the
fluid velocity and the solid stress, as well as robustness
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and locking-free properties with respect to the physical
parameters. Mixed finite element (MFE) methods can also
handle discontinuous full tensor permeabilities and Lamé
coefficients that are typical in subsurface flows. In our work
we focus on the five-field weak-stress-symmetry formu-
lation from [39], since weakly symmetric MFE methods
for elasticity allow for reduced number of degrees of free-
dom. Moreover, a multipoint stress–multipoint flux mixed
finite element approximation for this formulation has been
recently developed in [7], which can be reduced to a positive
definite cell-centered scheme for pressure and displacement
only, see also a related finite volume method in [46]. While
our domain decomposition methods are developed for the
weakly symmetric formulation from [39], the analysis car-
ries over in a straightforward way to the strongly symmetric
formulation from [61].

Discretizations of the Biot system of poroelasticity for
practical applications typically result in large algebraic sys-
tems of equations. The efficient solution of these systems
is critical for the ability of the numerical method to pro-
vide the desired resolution. In this work we focus on
non-overlapping domain decomposition methods [50, 57].
These methods split the computational domain into multi-
ple non-overlapping subdomains with algebraic systems of
lower complexity that are easier to solve. A global prob-
lem enforcing appropriate interface conditions is solved
iteratively to recover the global solution. This approach
naturally leads to scalable parallel algorithms. Despite the
abundance of works on discretizations of the Biot system,
there have been very few results on domain decomposition
methods for this problem. In [28], a domain decomposition
method using mortar elements for coupling the poroelastic
model with an elastic model in an adjacent region is pre-
sented. In that work, the Biot region is not decomposed
into subdomains. In [25, 26], an iterative coupling method
is employed for a two-field displacement–pressure formu-
lation, and classical domain decomposition techniques are
applied separately for the elasticity and flow equations. A
monolithic domain decomposition method for the two-field
formulation of poroelasticity combining primal and dual
variables is developed in [31]. To the best of our knowledge,
domain decomposition methods for mixed formulations of
poroelasticity have not been studied in the literature.

In this paper we study both monolithic and split non-
overlapping domain decomposition methods for the five-
field fully mixed formulation of poroelasticity with weak
stress symmetry from [7, 39]. Monolithic methods require
solving the coupled Biot system, while split methods
only require solving elasticity and flow problems sepa-
rately. Both methods have advantages and disadvantages.
Monolithic methods involve solving larger and possibly ill-
conditioned algebraic systems, but may be better suitable for

problems with strong coupling between flow and mechan-
ics, in which case split or iterative coupling methods may
suffer from stability or convergence issues and require suf-
ficiently small time steps. Our methods are motivated by the
non-overlapping domain decomposition methods for MFE
discretizations of Darcy flow developed in [8, 22, 29] and
the non-overlapping domain decomposition methods for
MFE discretizations of elasticity developed recently in [35].

In the first part of the paper we develop a monolithic
domain decomposition method. We employ a physically
heterogeneous Lagrange multiplier vector consisting of
displacement and pressure variables to impose weakly the
continuity of the normal components of stress and velocity,
respectively. The algorithm involves solving at each time
step an interface problem for this Lagrange multiplier
vector. We show that the interface operator is positive
definite, although it is not symmetric in general. As a result,
a Krylov space solver such as GMRES can be employed
for the solution of the interface problem. Each iteration
requires solving monolithic Biot subdomain problems with
specified Dirichlet data on the interfaces, which can be
done in parallel. We establish lower and upper bounds on
the spectrum of the interface operator, which allows us
to perform analysis of the convergence of the GMRES
iteration using field-of-values estimates.

In the second part of the paper we study split domain
decomposition methods for the Biot system. Split or
iterative coupling methods for poroelasticity have been
extensively studied due to their computational efficiency.
Four widely used sequential methods are drained split,
undrained split, fixed stress split, and fixed strain split.
Decoupling methods are prone to stability issues and a
detailed stability analysis of the aforementioned schemes
using finite volume methods can be found in [36, 37],
see also [20] for stability analysis of several split methods
using displacement–pressure finite element discretizations.
Iterative coupling methods are based on similar splittings
and involve iterating between the two sub-systems until
convergence. Convergence for non-mixed finite element
methods is analyzed in [44], while convergence for a
four-field mixed finite element discretization is studied in
[63]. An accelerated fixed stress splitting scheme for a
generalized non-linear consolidation of unsaturated porous
medium is studied in [18]. Studies of the optimization
and acceleration of the fixed stress decoupling method for
the Biot consolidation model, including techniques such
as multirate or adaptive time stepping and parallel-in-time
splittings have been presented in [1, 3, 13, 17, 56].

In our work we consider drained split (DS) and fixed stress
(FS) decoupling methods in conjunction with non-overlapping
domain decomposition. In particular, at each time step we
solve sequentially an elasticity and a flow problem in the
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case of DS or a flow and an elasticity problem in the case
of FS splitting. We perform stability analysis for the two
splittings using energy estimates and show that they are
both unconditionally stable with respect to the time step
and the physical parameters. We then employ separate non-
overlapping domain decomposition methods for each of the
decoupled problems, using the methods developed in [8, 29]
for flow and [35] for mechanics.

In the numerical section we present several computa-
tional experiments designed to verify and compare the
accuracy, stability, and computational efficiency of the
three domain decomposition methods for the Biot system
of poroelasticity. In particular, we study the discretization
error and the number of interface iterations, as well as the
effect of the number of subdomains. We also illustrate the
performance of the methods for a physically realistic het-
erogeneous problem with data taken from the Society of
Petroleum Engineers 10th Comparative Solution Project.

The rest of the paper is organized as follows. In
Section 2 we introduce the mathematical model and its
MFE discretization. The monolithic domain decomposition
method is developed and analyzed in Section 3. In Section 4
we perform stability analysis of the DS and FS decoupling
methods and present the DS and FS domain decomposition
methods. The numerical experiments are presented in
Section 5, followed by conclusions in Section 6.

2Model problem and its MFE discretization

Let Ω ⊂ R
d , d = 2, 3 be a simply connected domain

occupied by a linearly elastic porous body. We use the
notationM, S, and N for the spaces of d × d matrices, sym-
metric matrices, and skew-symmetric matrices respectively,
all over the field of real numbers, respectively. Throughout
the paper, the divergence operator is the usual divergence
for vector fields, which produces vector field when applied
to matrix field by taking the divergence of each row. For a
domain G ⊂ R

d , the L2(G) inner product and norm for
scalar, vector, or tensor valued functions are denoted (·, ·)G
and ‖ · ‖G, respectively. The norms and seminorms of the
Hilbert spaces Hk(G) are denoted by ‖ · ‖k,G and | · |k,G,
respectively. We omit G in the subscript if G = Ω . For a
section of the domain or element boundary S ⊂ R

d−1 we
write 〈·, ·〉S and ‖·‖S for the L2(S) inner product (or duality
pairing) and norm, respectively. We will also use the spaces

H(div; Ω) = {q ∈ L2(Ω,Rd) : div q ∈ L2(Ω)},
H(div; Ω,M) = {τ ∈ L2(Ω,M) : div τ ∈ L2(Ω,Rd)},

equipped with the norm

‖τ‖div =
(
‖τ‖2 + ‖ div τ‖2

)1/2
.

The partial derivative operator with respect to time, ∂
∂t
, is

often abbreviated to ∂t . Finally, C denotes a generic positive
constant that is independent of the discretization parameters
h and Δt .

Given a vector field f representing body forces and a
source term g, the quasi-static Biot system of poroelasticity
is [14]:

− div σ(u) = f, in Ω × (0, T ], (2.1)

K−1z + ∇p = 0, in Ω × (0, T ], (2.2)
∂

∂t
(c0p+α div u)+div z = g, in Ω × (0, T ], (2.3)

where u is the displacement, p is the fluid pressure, z is the
Darcy velocity, and σ is the poroelastic stress, defined as

σ = σe − αpI . (2.4)

Here I is the d × d identity matrix, 0 < α ≤ 1 is the Biot-
Willis constant, and σe is the elastic stress satisfying the
stress-strain relationship

Aσe = ε(u), ε(u) := 1

2

(
∇u + (∇u)T

)
, (2.5)

where A is the compliance tensor, which is a symmetric,
bounded and uniformly positive definite linear operator
acting from S → S, extendible to M → M. In the special
case of homogeneous and isotropic body, A is given by,

Aσ = 1

2μ

(
σ − λ

2μ + dλ
tr(σ )I

)
, (2.6)

where μ > 0 and λ ≥ 0 are the Lamé coefficients. In
this case, σe(u) = 2με(u) + λ divu I . Finally, K stands
for the permeability tensor, which is symmetric, bounded,
and uniformly positive definite, and c0 ≥ 0 is the mass
storativity. To close the system, we impose the boundary
conditions

u = gu on Γ u×(0, T ], σn=0 on Γ σ ×(0, T ], (2.7)

p = gp on Γ p×(0, T ], z · n=0 on Γ z×(0, T ], (2.8)

where Γ u ∪Γ σ = Γ p ∪Γ z = ∂Ω and n is the outward unit
normal vector field on ∂Ω , along with the initial condition
p(x, 0) = p0(x) in Ω . Compatible initial data for the rest of
the variables can be obtained from (2.1) and (2.2) at t = 0.
Well posedness analysis for this system can be found in [53].

We consider a mixed variational formulation for (2.1)–
(2.8) with weak stress symmetry, following the approach
in [39]. The motivation is that MFE elasticity spaces with
weakly symmetric stress tend to have fewer degrees of free-
dom than strongly symmetric MFE spaces. Moreover, in
a recent work, a multipoint stress–multipoint flux mixed
finite element method has been developed for this for-
mulation that reduces to a positive definite cell-centered
scheme for pressure and displacement only [7]. Never-
theless, the domain decomposition methods in this paper
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can be employed for strongly symmetric stress formula-
tions, with the analysis carrying over in a straightforward
way. We introduce a rotation Lagrange multiplier γ :=
1
2

(∇u − ∇uT
) ∈ N, which is used to impose weakly

symmetry of the stress tensor σ . We rewrite (2.5) as

A (σ + αpI) = ∇u − γ . (2.9)

Combining (2.5) and (2.4) gives div u = tr(ε(u)) = tr(Aσe)

= trA(σ + αpI), which can be used to rewrite (2.3) as

∂t (c0p + α trA (σ + αpI)) + div z = g. (2.10)

The combination of (2.9), (2.1), (2.2), and (2.10), along with
the boundary conditions (2.7)–(2.8), leads to the variational
formulation: find (σ, u, γ, z, p) : [0, T ] → X × V × Q ×
Z × W such that p(0) = p0 and, for a.e. t ∈ (0, T ) and for
all (τ, v, ξ, q, w) ∈ X × V × Q × Z × W ,

(A(σ + αpI), τ ) + (u, div τ) + (γ, τ )

= 〈gu, τ n〉u
D
, (2.11)

(div σ, v) = − (f, v) , (2.12)

(σ, ξ) = 0, (2.13)(
K−1z, q

)
− (p, div q) = −〈gp, q · n〉p

D
, (2.14)

c0 (∂tp, w) + α (∂tA(σ + αpI), wI) + (div z, w)

= (g, w) , (2.15)

where

X = {
τ ∈ H(div; Ω,M) : τ n = 0 on Γ σ

}
,

V = L2(Ω,Rd), Q = L2(Ω,N),

Z = {
q ∈ H(div; Ω) : q · n = 0 on Γ z

}
, W = L2(Ω).

It was shown in [7] that the system (2.11)–(2.15) is well
posed.

Next, we present the MFE discretization of (2.11)–
(2.15). For simplicity we assume that Ω is a Lipshicz
polygonal domain. Let Th be a shape-regular quasi-
uniform finite element partition of Ω , consisting of
simplices or quadrilaterals, with h = maxE∈Th

diam(E).
The MFE method for solving (2.11)–(2.15) is: find
(σh, uh, γh, zh, ph) : [0, T ] → Xh × Vh × Qh × Zh × Wh

such that for a.e. t ∈ (0, T ) and for all (τ, v, ξ, q, w) ∈
Xh × Vh × Qh × Zh × Wh,

(A(σh + αphI), τ ) + (uh, div τ) + (γh, τ )

= 〈gu, τ n〉u
D
, (2.16)

(div σh, v) = − (f, v) , (2.17)

(σh, ξ) = 0, (2.18)(
K−1zh, q

)
− (ph, div q) = −〈gp, q · n〉p

D
, (2.19)

c0 (∂tph, w) + α (∂tA(σh + αphI), wI)

+ (div zh, w) = (g, w) , (2.20)

with discrete initial data obtained as the elliptic projection of
the continuous initial data. HereXh×Vh×Qh×Zh×Wh ⊂
X×V ×Q×Z×W is a collection of suitable finite element
spaces. In particular,Xh×Vh×Qh could be chosen from any
of the known stable triplets for linear elasticity with weak
stress symmetry, e.g. [5, 6, 9–11, 15, 16, 21, 24, 30, 40, 55],
satisfying the inf-sup condition

∀v ∈ Vh, ξ ∈ Qh, ‖v‖ + ‖ξ‖
≤ C sup

0=τ∈Xh

(v, div τ) + (ξ, τ )

‖τ‖div . (2.21)

For the flow part, Zh × Wh could be chosen from any of the
known stable velocity-pressure pairs of MFE spaces such
as the Raviart-Thomas (RT ) or Brezzi-Douglas-Marini
(BDM) spaces, see [19], satisfying the inf-sup condition

∀w ∈ Wh, ‖w‖ ≤ C sup
0=q∈Zh

(div q, w)

‖q‖div . (2.22)

3Monolithic domain decompositionmethod

Let Ω = ∪m
i=1Ωi be a union of non-overlapping shape-

regular polygonal subdomains, where each subdomain is a
union of elements of Th. Let Γi,j = ∂Ωi ∩ ∂Ωj , Γ =
∪m

i,j=1Γi,j , and Γi = ∂Ωi ∩ Γ = ∂Ωi \ ∂Ω denote
the interior subdomain interfaces. Denote the restriction of
the spaces Xh, Vh, Qh, Zh, and Wh to Ωi by Xh,i , Vh,i ,
Qh,i , Zh,i , and Wh,i , respectively. Let Th,i,j be a finite
element partition of Γi,j obtained from the trace of Th, and
let ni,j be a unit normal vector on Γi,j with an arbitrarily
fixed direction. In the domain decomposition formulation
we utilize a vector Lagrange multiplier λh = (λu

h, λ
p
h)T

approximating the displacement and the pressure on the
interface and used to impose weakly the continuity of the
normal components of the poroelastic stress tensor σ and
the velocity vector z, respectively. We define the Lagrange
multiplier space on Ti,j and ∪i<jTi,j as follows:

�h,i,j :=
(

�u
h,i,j

�
p
h,i,j

)
:=

(
Xh ni,j

Zh · ni,j

)
,

�u
h :=

⊕
1≤i<j≤m

�u
h,i,j , �

p
h :=

⊕
1≤i<j≤m

�
p
h,i,j ,

�h :=
(

�u
h

�
p
h

)
.

The domain decomposition formulation for the mixed Biot
problem in a semi-discrete form reads as follows: for
1 ≤ i ≤ m, find (σh,i , uh,i , γh,i , zh,i , ph,i , λh) : [0, T ]
→ Xh,i × Vh,i × Qh,i × Zh,i × Wh,i × �h such that, for
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a.e. t ∈ (0, T ) and for all (τ, v, ξ, q, w, μ) ∈ Xh,i × Vh,i ×
Qh,i × Zh,i × Wh,i × �h,

(
A(σh,i + αph,iI ), τ

)
Ωi

+ (
uh,i , div τ

)
Ωi

+ (
γh,i , τ

)
Ωi

= 〈gu, τ ni〉∂Ωi∩u
D

+ 〈λu
h, τ ni〉i

, (3.1)(
div σh,i , v

)
Ωi

= − (f, v)Ωi
, (3.2)

(
σh,i , ξ

)
Ωi

= 0, (3.3)
(
K−1zh,i , q

)
Ωi

− (
ph,i, div q

)
Ωi

= −〈gp, q · ni〉∂Ωi∩
p
D

− 〈λp
h, q · ni〉i

, (3.4)

c0
(
∂tph,i , w

)
Ωi

+ α
(
∂tA(σh,i + αph,iI ), wI

)
Ωi

+ (
div zh,i , w

)
Ωi

= (g, w)Ωi
, (3.5)

m∑
i=1

〈σh,i ni, μ
u〉i

= 0, (3.6)

m∑
i=1

〈zh,i · ni, μ
p〉i

= 0, (3.7)

where ni is the outward unit normal vector field on Ωi . We
note that both the elasticity and flow subdomain problems
in the above method are of Dirichlet type. It is easy
to check that Eqs. 3.1–3.7 is equivalent to the global
formulation Eqs. 2.16–2.20 with (σh, uh, γh, zh, ph)|Ωi

=
(σh,i , uh,i , γh,i , zh,i , ph,i).

3.1 Time discretization

For time discretization we employ the backward Euler
method. Let {tn}Nn=0, tn = nΔt , Δt = T/N , be a uniform
partition of (0, T ). The fully discrete problem correspond-
ing to Eqs. 3.1–3.7 reads as follows: for 0 ≤ n ≤ N − 1
and 1 ≤ i ≤ m, find (σ n+1

h,i , un+1
h,i , γ n+1

h,i , zn+1
h,i , pn+1

h,i , λn+1
h )

∈ Xh,i × Vh,i × Qh,i × Zh,i × Wh,i × Λh such that, for all
(τ, v, ξ, q, w, μ) ∈ Xh,i × Vh,i ×Qh,i × Zh,i × Wh,i × �h,

(
A(σn+1

h,i + αpn+1
h,i I ), τ

)
Ωi

+
(
un+1

h,i , div τ
)

Ωi

+
(
γ n+1
h,i , τ

)
Ωi

= 〈gn+1
u , τ ni〉∂Ωi∩u

D
+ 〈λu,n+1

h , τ ni〉i
, (3.8)

(
div σn+1

h,i , v
)

Ωi

= −
(
f n+1, v

)
Ωi

, (3.9)
(
σn+1

h,i , ξ
)

Ωi

= 0, (3.10)
(
K−1zn+1

h,i , q
)

Ωi

−
(
pn+1

h,i , div q
)

Ωi

= −〈gn+1
p , q · ni〉∂Ωi∩

p
D

− 〈λp,n+1
h , q · ni〉i

, (3.11)

c0

(pn+1
h,i − pn

h,i

Δt
, w

)
Ωi

+ α
(A(σn+1

h,i − σn
h,i)

Δt
, wI

)
Ωi

+ α
(
Aα

pn+1
h,i − pn

h,i

Δt
I, wI

)
Ωi

+
(
div zn+1

h,i , w
)

Ωi

=
(
gn+1, w

)
Ωi

, (3.12)

m∑
i=1

〈σn+1
h,i ni, μ

u〉i
= 0, (3.13)

m∑
i=1

〈zn+1
h,i · ni, μ

p〉i
= 0. (3.14)

Remark 3.1 We note that the scheme requires initial data
p0

h,i and σ 0
h,i . Such data can be obtained by taking p0

h,i

to be the L2-projection of p0 onto Wh,i and solving a
mixed elasticity domain decomposition problem obtained
from Eqs. 3.8–3.10 and 3.13 with n = −1.

3.2 Time-differentiated elasticity formulation

In the monolithic domain decomposition method we will
utilize a related formulation in which the first elasticity
equation is differentiated in time. The reason for this will
become clear in the analysis of the resulting interface
problem. We introduce new variables u̇ = ∂tu and γ̇ = ∂tγ

representing the time derivatives of the displacement and the
rotation, respectively. The time-differentiated Eq. 2.11 is

(∂tA(σ + αpI), τ ) + (u̇, div τ) + (γ̇ , τ )

= 〈∂tgu, τ n〉Γ u
D
, ∀ τ ∈ X.

The semi-discrete Eq. 2.16 is replaced by

(∂tA(σh + αphI), τ ) + (u̇h, div τ) + (γ̇h, τ )

= 〈∂tgu, τ n〉u
D
, ∀ τ ∈ Xh.

We note that the original variables uh and γh can be
recovered easily from the solution of the time-differentiated
problem. In particular, given compatible initial data σh,0,
uh,0, γh,0 that satisfy Eq. 2.16, the expressions

uh(t) = uh,0 +
∫ t

0
u̇h(s) ds, γh(t) = γh,0 +

∫ t

0
γ̇h(s) ds,

provide a solution to Eq. 2.16 at any t ∈ (0, T ].
In the domain decomposition formulation we now

consider the Lagrange multiplier λh = (λu̇
h, λ

p
h) ∈ Λh,

where λu̇
h ∈ Λu

h approximates the trace of u̇ on . Then the
semi-discrete domain decomposition Eq. 3.1 is replaced by

(
∂tA(σh,i + αph,iI ), τ

)
Ωi

+ (
u̇h,i , div τ

)
Ωi

+ (
γ̇h,i , τ

)
Ωi

= 〈∂tgu, τ ni〉∂Ωi∩u
D

+ 〈λu̇
h, τ ni〉i

, ∀τ ∈ Xh,i .
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Finally, the fully discrete equation (3.8) is replaced by
(
A(σn+1

h,i + αpn+1
h,i I ), τ

)
Ωi

+ Δt
(
u̇n+1

h,i , div τ
)

Ωi

+ Δt
(
γ̇ n+1
h,i , τ

)
Ωi

= Δt〈∂tg
n+1
u , τ ni〉∂Ωi∩u

D
(3.15)

+ Δt〈λu̇,n+1
h , τ ni〉i

+ (
A(σn

h,i + αpn
h,iI ), τ

)
Ωi

,

∀τ ∈ Xh,i .

The original variables can be recovered from

un
h = u0h + Δt

n∑
k=1

u̇k
h, γ n

h = γ 0
h + Δt

n∑
k=1

γ̇ k
h ,

λ
u,n
h = λ

u,0
h + Δt

n∑
k=1

λ̇
u,k
h . (3.16)

3.3 Reduction to an interface problem

The non-overlapping domain decomposition algorithm for
the solution of (3.15), (3.9)–(3.14) at each time step is
based on reducing it to an interface problem for the
Lagrange multiplier λh. To this end, we introduce two
sets of complementary subdomain problems. The first set
of problems reads as follows: for 1 ≤ i ≤ m, find
(σ̄ n+1

h,i , ¯̇un+1
h,i , ¯̇γ n+1

h,i , z̄n+1
h,i , p̄n+1

h,i ) ∈ Xh,i × Vh,i × Qh,i ×
Zh,i × Wh,i such that for all (τ, v, ξ, q, w) ∈ Xh,i × Vh,i ×
Qh,i × Zh,i × Wh,i ,

(
A(σ̄ n+1

h,i + αp̄n+1
h,i I ), τ

)
Ωi

+ Δt
( ¯̇un+1

h,i , div τ
)

Ωi

+Δt
( ¯̇γ n+1

h,i , τ
)

Ωi

= Δt〈∂tg
n+1
u , τ ni〉∂Ωi∩u

D

+ (
A(σn

h,i + αpn
h,iI ), τ

)
Ωi

, (3.17)
(
div σ̄ n+1

h,i , v
)

Ωi

= −
(
f n+1, v

)
Ωi

, (3.18)
(
σ̄ n+1

h,i , ξ
)

Ωi

= 0, (3.19)
(
K−1z̄n+1

h,i , q
)

Ωi

−
(
p̄n+1

h,i , div q
)

Ωi

= −〈gn+1
p , q · ni〉∂Ωi∩

p
D
, (3.20)

c0

(
p̄n+1

h,i , w
)

Ωi

+ α
(
A(σ̄ n+1

h,i + αp̄n+1
h,i I ), wI

)
Ωi

+Δt
(
div z̄n+1

h,i , w
)

Ωi

= Δt
(
gn+1, w

)
Ωi

+c0
(
pn

h,i , w
)
Ωi

+ α
(
A(σn

h,i + αpn
h,iI ), wI

)
Ωi

. (3.21)

These subdomain problems have zero Dirichlet data on the
interfaces and incorporate the true source terms f and g and
outside boundary conditions gu and gp, as well as initial
data σn

h,i and pn
h,i .

The second problem set reads as follows: given λh ∈
Λh, for 1 ≤ i ≤ m, find ((σ

∗,n+1
h,i (λh), u̇

∗,n+1
h,i (λh),

γ̇
∗,n+1
h,i (λh), z

∗,n+1
h,i (λh), p

∗,n+1
h,i (λh)) ∈ Xh,i ×Vh,i ×Qh,i ×

Zh,i × Wh,i such that for all (τ, v, ξ, q, w) ∈ Xh,i × Vh,i ×
Qh,i × Zh,i × Wh,i ,
(
A

(
σ

∗,n+1
h,i (λh) + αp

∗,n+1
h,i (λh)I

)
, τ

)
Ωi

+ Δt
(
u̇

∗,n+1
h,i (λh), div τ

)
Ωi

+ Δt
(
γ̇

∗,n+1
h,i (λh), τ

)
Ωi

= Δt〈λu̇
h, τ ni〉i

, (3.22)(
div σ

∗,n+1
h,i (λh), v

)
Ωi

= 0, (3.23)
(
σ

∗,n+1
h,i (λh), ξ

)
Ωi

= 0, (3.24)
(
K−1z

∗,n+1
h,i (λh), q

)
Ωi

−
(
p

∗,n+1
h,i (λh), div q

)
Ωi

= −〈λp
h, q · ni〉i

, (3.25)

c0

(
p

∗,n+1
h,i (λh), w

)
Ωi

+ α
(
A

(
σ

∗,n+1
h,i (λh) + αp

∗,n+1
h,i (λh)I

)
, wI

)
Ωi

+ Δt
(
div z

∗,n+1
h,i (λh), w

)
Ωi

= 0. (3.26)

These problems have λh as Dirichlet interface data, along
with zero source terms, zero outside boundary conditions,
and zero data from the previous time step.

Define the bilinear forms an+1
i : Λh × Λh → R, 1 ≤

i ≤ m, an+1 : Λh × Λh → R, and the linear functional
gn+1 : Λh → R for all 0 ≤ n ≤ N − 1 by

an+1
i (λh, μ) = 〈σ ∗,n+1

h,i (λh) ni, μ
u〉Γi

−〈z∗,n+1
h,i (λh) · ni, μ

p〉Γi
,

an+1(λh, μ) =
m∑

i=1

an+1
i (λh, μ), (3.27)

gn+1(μ) =
m∑

i=1

(
−〈σ̄ n+1

h,i ni, μ
u〉Γi

+〈z̄n+1
h,i · ni, μ

p〉Γi

)
. (3.28)

It follows from (3.13)–(3.14) that, for each 0 ≤ n ≤ N − 1,
the solution to the global problem Eq. 3.15, Eq. 3.9–Eq. 3.14
is equivalent to solving the interface problem for λn+1

h ∈
Λh:

an+1(λn+1
h , μ) = gn+1(μ), ∀μ ∈ Λh, (3.29)

and setting

σn+1
h,i = σ

∗,n+1
h,i (λn+1

h ) + σ̄ n+1
h,i ,

u̇n+1
h,i = u̇

∗,n+1
h,i (λn+1

h ) + ¯̇un+1
h,i ,

γ̇ n+1
h,i = γ̇

∗,n+1
h,i (λn+1

h ) + ¯̇γ n+1
h,i ,

zn+1
h,i = z

∗,n+1
h,i (λn+1

h ) + z̄n+1
h,i ,

pn+1
h,i = p

∗,n+1
h,i (λn+1

h ) + p̄n+1
h,i .

1924 Comput Geosci (2021) 25:1919–1938



3.4 Analysis of the interface problem

We next show that the interface bilinear form an+1(·, ·) is
positive definite, which implies that the interface problem
Eq. 3.29 is well-posed and can be solved using a suitable
Krylov space method such as GMRES. We further obtain
bounds on the spectrum of an+1(·, ·) and establish rate of
convergence for GMRES. We start by obtaining an expres-
sion for an+1(·, ·) in terms of the subdomain bilinear forms.

Proposition 3.1 For λh, μ ∈ Λh, the interface bilinear
form can be expressed as

an+1(λh, μ) = 1

Δt

m∑
i=1

[ (
Aσ

∗,n+1
h,i (μ), σ

∗,n+1
h,i (λh)

)

+2
(
Aαp

∗,n+1
h,i (μ)I, σ

∗,n+1
h,i (λh)

)
Ωi

+
(
Aαp

∗,n+1
h,i (μ)I, αp

∗,n+1
h,i (λh)I

)
Ωi

+c0

(
p

∗,n+1
h,i (μ), p

∗,n+1
h,i (λh)

)
Ωi

+Δt
(
K−1z

∗,n+1
h,i (μ), z

∗,n+1
h,i (λh)

) ]
. (3.30)

Proof To see this, consider the second set of complementary
equations 3.22–3.26 with data μ, use the test functions:
σ

∗,n+1
h,i (λh) in (3.22) and z

∗,n+1
h,i (λh) in equation (3.25) .

Remark 3.2 The non-differentiated formulation results in a
missing scaling of 1

Δt
in the term

(
A

(
σ

∗,n+1
h,i (λh) + αp

∗,n+1
h,i

(λh)I
)
τ
)
Ωi

in Eq. 3.22 compared to the similar term in
Eq. 3.26. Therefore the two terms cannot be combined,
resulting in a non-coercive expression for an+1(·, ·).

Recalling the properties of A and K , there exist constants
0 < amin ≤ amax < ∞ and 0 < kmin ≤ kmax < ∞ such that

amin‖τ‖2 ≤ (Aτ, τ ) ≤ amax‖τ‖2, ∀ τ ∈ X, (3.31)

kmin‖q‖2 ≤ (Kq, q) ≤ kmax‖q‖2, ∀ q ∈ Z. (3.32)

We will also utilize suitable mixed interpolants in the finite
element spaces Xh,i and Zh,i . It is shown in [35] that there
exists an interpolant Π̃i : Hε(Ωi,M) ∩ Xi → Xh,i for any
ε > 0 such that for all σ ∈ Hε(Ωi,M) ∩ Xi , τ ∈ Xh,i ,
v ∈ Vh,i , and ξ ∈ Qh,i ,

(div(Π̃iσ − σ), v)Ωi
= 0, (Π̃iσ − σ, ξ)Ωi

= 0,

〈(Π̃iσ − σ)ni, τ ni〉∂Ωi
= 0, (3.33)

and

‖Π̃iσ‖Ωi
≤ C(‖σ‖ε,Ωi

+ ‖ div σ‖Ωi
). (3.34)

For the Darcy problem we use the canonical mixed
interpolant [19], � : Hε(Ωi,R

d)∩Zi → Zh,i such that for
all z ∈ Hε(Ωi,R

d) ∩ Zi , q ∈ Zh,i , and w ∈ Wh,i ,

(div(�iz − z), w)Ωi
= 0, 〈(�iz − z) · ni, q · ni〉∂Ωi

= 0,

(3.35)

and

‖Πiz‖Ωi
≤ C(‖z‖ε,Ωi

+ ‖ div z‖Ωi
). (3.36)

Lemma 3.1 The interface bilinear form an+1(·, ·) is
positive definite over Λh.

Proof Using the representation of the interface bilinear form
(3.30), we get

an+1(λh, λh) = 1

Δt

m∑
i=1

[(
A(σ

∗,n+1
h,i (λh) + αp

∗,n+1
h,i (λh)I ),

σ
∗,n+1
h,i (λh) + αp

∗,n+1
h,i (λh)I

)

Ωi

+ c0

(
p

∗,n+1
h,i (λh), p

∗,n+1
h,i (λh)

)
Ωi

+ Δt
(
K−1z

∗,n+1
h,i (λh), z

∗,n+1
h,i (λh)

)
Ωi

]
, (3.37)

which, combined with Eqs. 3.31–3.32, gives an+1(λh, λh)

≥ 0, and hence an+1(·, ·) is positive semidefinite. We next
show that a(λh, λh) = 0 implies λh = 0. We use a two-
part argument to control separately λu̇

h and λ
p
h . Let Ωi be

a domain adjacent to Γ u
D such that |∂Ωi∩Γ u

D| > 0 and let
(ψu̇, φu̇) be the solution of the auxiliary elasticity problem

Aψu̇
i = ε(φu̇

i ), divψu̇
i = 0 in Ωi,

φu̇
i = 0 on ∂Ωi∩Γ u

D,

ψu̇
i ni =

{
0 on ∂Ωi ∩ Γ σ

N

λu̇
h on Γi .

Elliptic regularity [23] implies that ψu̇
i ∈ Hε(Ωi,M) ∩ Xi

for some ε > 0, and therefore the mixed interpolant Π̃iψ
u̇
i

is well defined. Taking τ = Π̃iψ
u̇
i in Eq. 3.22 and using

Eqs. 3.33 and 3.34 gives

‖λu̇
h‖2i

= 〈λu̇
h, ψ

u̇
i ni〉Γi

= 〈λu̇
h, Π̃ψu̇

i ni〉Γi

= 1

Δt

(
A(σ

∗,n+1
h,i (λh) + αp

∗,n+1
h,i (λh)I ), Π̃ψu̇

i

)
Ωi

+
(
u̇

∗,n+1
h,i (λh), div Π̃ψu̇

i

)
Ωi

+
(
γ̇

∗,n+1
h,i (λh), Π̃ψu̇

i

)
Ωi

= 1

Δt

(
A1/2(σ

∗,n+1
h,i (λh) + αp

∗,n+1
h,i (λh)I ), A1/2Π̃ψu̇

i

)
Ωi
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≤ C

Δt
‖A1/2(σ

∗,n+1
h,i (λh) + αp

∗,n+1
h,i (λh)I )‖Ωi

‖ψu̇
i ‖ε,Ωi

≤ C

Δt
‖A1/2(σ

∗,n+1
h,i (λh)+αp

∗,n+1
h,i (λh)I )‖Ωi

‖λu̇
h‖Γi

,

(3.38)

where in the last inequality we used the elliptic regularity
bound [23]

‖ψu̇
i ‖ε,Ωi

≤ C‖λh‖ε−1/2,Γi
. (3.39)

Using the representation of the interface bilinear form
Eq. 3.30, we obtain

‖λu̇
h‖2Γi

≤ C

Δt
an+1
i (λh, λh) ∀ λh ∈ Λh. (3.40)

Next, consider an adjacent subdomain Ωj such that |Γij | >

0. Let (ψu̇
j , φu̇

j ) be the solution to

Aψu̇
j = ε(φu̇

j ), divψu̇
j = 0 in Ωj,

φu̇
i = 0 on Γij ,

ψu̇
i ni =

{
0 on ∂Ωj ∩ ∂Ω

λu̇
h on Γj \ Γij .

Taking τ = Πjψ
u̇
j in Eq. 3.22 and using Eq. 3.33 gives

‖λu̇
h‖2Γj \Γij

= 1

Δt

(
A(σ

∗,n+1
h,j (λh)+αp

∗,n+1
h,j (λh)I ), Π̃ψu̇

j

)
Ωj

−〈λu̇
h, ψ

u̇
j nj 〉Γij

≤ C

(
1

Δt
‖A1/2(σ

∗,n+1
h,j (λh)

+ αp
∗,n+1
h,j (λh)I )‖Ωj

+ ‖λu̇
h‖Γij

)
‖ψu̇

j ‖ε,Ωj

≤ C√
Δt

(
an+1
j (λh, λh)

1/2

+an+1
i (λh, λh)

1/2
)

‖λu̇
h‖Γj \Γij

,

where in the first inequality we used Eq. 3.34 and the trace
inequality [43]

〈τ nj , μ〉Γij
≤ C(‖τ‖ε,Ωj

+ ‖ div τ‖Ωj
)‖μ‖Γij

,

∀ τ ∈ Hε(Ωj ,M) ∩ Xj , μ ∈ L2(Γij ,R
d),

and for the second inequality we used the representation
Eq. 3.30 and the bound from Ωi Eq. 3.40, along with the
elliptic regularity bound Eq. 3.39. Iterating over all subdo-
mains in a similar fashion results in

‖λu̇
h‖2Γ ≤ C

Δt
an+1(λh, λh) ∀ λh ∈ Λh. (3.41)

The argument for λ
p
h is similar. We start with a subdo-

main Ωi adjacent to Γ
p
D such that |∂Ωi∩Γ

p
D | > 0 and let

(ψp, φp) be the solution of the auxiliary flow problem

K−1ψ
p
i = ∇φ

p
i , ∇ · ψ

p
i = 0 in Ωi, (3.42)

φ
p
i = 0 on ∂Ωi∩

p
D, (3.43)

ψ
p
i · ni =

{
0 on ∂Ωi∩z

N,

λ
p
h on i .

(3.44)

Taking q = Πiψ
p
i in Eq. 3.25 and using Eqs. 3.35, 3.36,

and elliptic regularity similar to Eq. 3.39 gives

‖λp
h‖2Γi

= 〈λp
h, ψ

p
i · ni〉Γi

= 〈λp
h, Πiψ

p
i · ni〉Γi

= (K−1z
∗,n+1
h,i (λh), Πiψ

p
i )Ωi

≤ C‖K−1/2z
∗,n+1
h,i (λh)‖Ωi

‖ψp
i ‖ε,Ωi

≤ C‖K−1/2z
∗,n+1
h,i (λh)‖Ωi

‖λp
h‖Γi

,

which, together with Eq. 3.30 implies

‖λp
h‖2i

≤ Can+1
i (λh, λh).

Iterating over all subdomains in a way similar to the argu-
ment for λu̇

h, we obtain

‖λp
h‖2 ≤ Can+1(λh, λh) ∀ λh ∈ Λh. (3.45)

A combination of Eqs. 3.41 and 3.45 implies that an+1(·, ·)
is positive definite on Λh.

Theorem 3.1 There exist positive constants C0 and C1

independent of h and Δt such that

∀ λh ∈ Λh, C0(Δt‖λu̇
h‖2Γ + ‖λp

h‖2Γ ) ≤ an+1(λh, λh)

≤ C1h
−1(Δt‖λu̇

h‖2Γ + ‖λp
h‖2Γ ). (3.46)

In addition, there exist positive constants C̃0 and C̃1 inde-
pendent of h, Δt , and c0 such that

∀λh ∈ Λh, C̃0(Δt‖λu̇
h‖2Γ + ‖λp

h‖2Γ ) ≤ an+1(λh, λh)

≤ C̃1h
−1Δt−1(Δt‖λu̇

h‖2Γ + ‖λp
h‖2Γ ). (3.47)

Proof The left inequality in Eqs. 3.46 and 3.47 follows from
Eqs. 3.41 and 3.45. To prove the right inequality, we use the
definition of the interface operator (3.27) to obtain

an+1
i (λh, λh)

= 〈σ ∗,n+1
h,i (λh) ni, λ

u̇
h〉Γi

− 〈z∗,n+1
h,i (λh) · ni, λ

p
h 〉Γi

≤ ‖σ ∗,n+1
h,i (λh) ni‖i

‖λu̇
h‖Γi

+ ‖z∗,n+1
h,i (λh) · ni‖i

‖λp
h‖Γi

≤ Ch−1/2
(
‖σ ∗,n+1

h,i (λh)‖Ωi
‖λu̇

h‖Γi

+‖z∗,n+1
h,i (λh)‖Ωi

‖λp
h‖Γi

)

≤ Ch−1/2
((‖σ ∗,n+1

h,i (λh) + αp
∗,n+1
h,i (λh)I‖Ωi
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+‖αp
∗,n+1
h,i (λh)I‖)‖λu̇

h‖Γi
+ ‖z∗,n+1

h,i (λh)‖Ωi
‖λp

h‖Γi

)

≤ Ch−1/2an+1
i (λh, λh)

1/2

(
Δt1/2‖λu̇

h‖Γi
+ ‖λp

h‖Γi

)
, (3.48)

where for the second inequality we used the discrete trace
inequality for finite element functions ϕ,

‖ϕ‖Γi
≤ Ch−1/2‖ϕ‖Ωi

, (3.49)

and the last inequality follows from Eq. 3.37. We note
that the constant in the last inequality depends on c0. This
implies the right inequality in Eq. 3.46.

To obtain the right inequality in Eq. 3.47 with a constant
independent of c0, we use the inf-sup condition (2.22) and
(3.25):

‖p∗,n+1
h,i (λh)‖Ωi

≤ C sup
0=q∈Zh,i

〈div q, p
∗,n+1
h,i (λh)〉Ωi

‖q‖div,Ωi

= C sup
0=q∈Zh,i

(K−1z
∗,n+1
h,i (λh), q)Ωi

+ 〈λp
h, q · ni〉Γi

‖q‖div,Ωi

≤ C
(
‖z∗,n+1

h,i (λh)‖Ωi
+ h−1/2‖λp

h‖Γi

)
, (3.50)

where the last inequality uses Eq. 3.49. Combining (3.50)
with the next to last inequality in (3.48) and using (3.37),
we get:

an+1
i (λh, λh)

≤ Ch−1/2
((

Δt1/2ai(λh, λh)
1/2 + ai(λh, λh)

1/2

+h−1/2‖λp
h‖Γi

)‖λu̇
h‖Γi

+ ai(λh, λh)
1/2‖λp

h‖Γi

)

≤ C

(
εan+1

i (λh, λh)

+1

ε
h−1Δt−1(Δt‖λu̇

h‖2Γi
+ ‖λp

h‖Γi
)

)
,

using Young’s inequality in the last inequality. Taking ε suf-
ficiently small implies the right inequality in Eq. 3.47.

Theorem 3.1 provides upper and lower bounds on the
field of values of the interface operator, which can be used
to estimate the convergence of the interface GMRES solver.
In particular, let rk = (ru̇

k , r
p
k ) be the k-th residual of the

GMRES iteration for solving the interface problem (3.29).
Define |rk|2� = Δt |ru̇

k |2 + |rp
k |2, where | · | denotes the

Euclidean vector norm. The following corollary to Theorem
3.1 follows from the field-of-values analysis in [54].

Corollary 3.1 For the k-th GMRES residual for solving
(3.29), it holds that

|rk|� ≤
(√

1 − (C0/C1)2h2
)k

|r0|� (3.51)

and

|rk|� ≤
(√

1 − (C̃0/C̃1)2h2Δt2
)k

|r0|�. (3.52)

Remark 3.3 Bounds Eqs. 3.51 and 3.52 imply convergence
of the interface GMRES iteration that is independent of
either Δt or c0, but not both. In Section 5 we present
numerical results showing that the GMRES convergence is
robust with respect to both c0 and Δt .

4 Split methods

In this section, we consider two popular splitting methods
to decouple the fully coupled poroelastic problem, namely
the drained split (DS) and fixed stress (FS) methods [36,
37]. We show, using energy bounds, that these two methods
are unconditionally stable in our MFE formulation. We then
define, at each time step, a domain decomposition algorithm
for the flow and mechanics equations separately. Domain
decomposition techniques for the flow [29] and mechanics
[35] components have already been studied in previous
works.

4.1 Drained split

The DS method consists of solving the mechanics problem
first, with the value of pressure from the previous time step.
Afterward, the flow problem is solved using the new values
of the stress tensor. The DS method for the classical Biot
formulation of poroelasticity is known to require certain
conditions on the parameters for stability [36]. In the setting
of our mixed formulation, we show that this is not necessary
and the method is unconditionally stable, see also [63]. For
simplicity, we do the analysis with zero source terms.

The DS method results in the problem: for n =
−1, 0, . . . , N − 1, find (σn+1

h , un+1
h , γ n+1

h , zn+1
h , pn+1

h ) ∈
Xh × Vh × Qh × Zh × Wh such that, for all (τ, v, ξ) ∈
Xh × Vh × Qh,

(
Aσn+1

h , τ
)

+
(
un+1

h , div τ
)

+
(
γ n+1
h , τ

)

= − (
Aαpn

hI, τ
)
, (4.1)(

div σn+1
h , v

)
= 0, (4.2)

(
σn+1

h , ξ
)

= 0, (4.3)

and, for all (q, w) ∈ Zh × Wh,

(
K−1zn+1

h , q
)

−
(
pn+1

h , div q
)

= 0, (4.4)

1927Comput Geosci (2021) 25:1919–1938



c0

(
pn+1

h − pn
h

Δt
, w

)
+ α

(
Aα

pn+1
h − pn

h

Δt
I, wI

)

+
(
div zn+1

h , w
)

= −α

(
A

σn+1
h − σn

h

Δt
, wI

)
, (4.5)

where Eqs. 4.1–4.4 hold for n = −1, 0, . . . , N − 1 with
p−1

h := p0
h, and Eq. 4.5 holds for n = 0, . . . , N − 1. We

note that solving Eqs. 4.1–4.4 for n = −1 provides initial
data σ 0

h , u
0
h, γ

0
h , and z0h.

4.1.1 Stability analysis for drained split

The following theorem shows that the drained split scheme
is unconditionally stable.

Theorem 4.1 For the solution (σn+1
h , un+1

h , γ n+1
h , zn+1

h ,

pn+1
h )0≤n≤N−1 of the system (4.1)–(4.5), there exists a

constant C independent of h, Δt , c0, and amin such that

N−1∑
n=0

c0

Δt
‖pn+1

h − pn
h‖2 + max

0≤n≤N−1

(
‖zn+1

h ‖2 + ‖pn+1
h ‖2

+‖A1/2σn+1
h ‖2 + ‖un+1

h ‖2 + ‖γ n+1
h ‖2

)

≤ C
(
‖p0

h‖2 + ‖z0h‖2
)
.

Proof We subtract two successive time steps for equations
4.1–4.4, obtaining, for n = 0, . . . , N − 1, for all
(τ, v, ξ, q) ∈ Xh × Vh × Qh × Zh,

(
A(σn+1

h − σn
h ), τ

)
+

(
un+1

h − un
h, div τ

)

+
(
γ n+1
h − γ n

h , τ
)

= −
(
Aα(pn

h − pn−1
h )I, τ

)
, (4.6)

(
div(σn+1

h − σn
h ), v

)
= 0, (4.7)

(
σn+1

h − σn
h , ξ

)
= 0, (4.8)

(
K−1(zn+1

h − zn
h), q

)
−

(
pn+1

h − pn
h, div q

)
= 0. (4.9)

Taking τ = σn+1
h − σn

h , v = un+1
h − un

h and ξ = γ n+1
h − γ n

h

in Eqs. 4.6–4.8 and summing gives

(
A(σn+1

h − σn
h ), σn+1

h − σn
h

)

= −
(
Aα(pn

h − pn−1
h )I, σn+1

h − σn
h

)
,

implying

‖A 1
2 (σn+1

h − σn
h )‖ ≤ α‖A 1

2 (pn
h − pn−1

h )I‖. (4.10)

Taking q = zn+1
h in (4.9) and w = pn+1

h − pn
h in (4.5) and

summing results in

c0

(
pn+1

h − pn
h

Δt
, pn+1

h − pn
h

)

+α

(
Aα

pn+1
h − pn

h

Δt
I, (pn+1

h − pn
h)I

)

+
(
K−1(zn+1

h − zn
h), z

n+1
h

)

= α

(
A

σn+1
h − σn

h

Δt
, (pn+1

h − pn
h)I

)

≤ 1

2Δt
‖A 1

2 (σn+1
h − σn

h )‖2 + α2

2Δt
‖A 1

2 (pn+1
h − pn

h)I‖2,

which, combined with Eq. 4.10, implies

c0

Δt
‖pn+1

h − pn
h‖2 + α2

2Δt
‖A 1

2 (pn+1
h − pn

h)I‖2

+1

2

(
‖K− 1

2 (zn+1
h − zn

h)‖2+‖K− 1
2 zn+1

h ‖2 − ‖K− 1
2 zn

h‖2
)

≤ α2

2Δt
‖A 1

2 (pn
h − pn−1

h )I‖2.

Summing over n from 0 to k − 1 for any k = 1, . . . , N and
using that p−1

h = p0
h gives

k−1∑
n=0

2c0
Δt

‖pn+1
h − pn

h‖2 + α2

Δt
‖A 1

2 (pk
h − pk−1

h )I‖2

+‖K− 1
2 zk

h‖2 +
k−1∑
n=0

‖K− 1
2 (zn+1

h − zn
h)‖2 ≤ ‖K− 1

2 z0h‖2.

We note that the second and fourth terms are suboptimal
with respect to Δt . Neglecting these terms and using
Eq. 3.32, we obtain

k−1∑
n=0

c0

Δt
‖pn+1

h −pn
h‖2 +‖zk

h‖2 ≤ C‖z0h‖2, k = 1, . . . , N .

(4.11)

To obtain control on ph independent of c0, we use the
inf-sup condition Eqs. 2.22 and 4.4:

‖pn+1
h ‖ ≤ C sup

0=q∈Zh

(div q, pn+1
h )

‖q‖div

= C sup
0=q∈Zh

(K−1zn+1
h , q)

‖q‖div
≤ C‖zn+1

h ‖, n = 0, . . . , N − 1. (4.12)
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Taking τ = σn+1
h , v = un+1

h , and ξ = γ n+1
h in Eqs. 4.1–4.3

gives

‖A1/2σn+1
h ‖ ≤ C‖pn

h‖, n = 0, . . . , N − 1. (4.13)

For the stability of uh and γh, the inf-sup condition (2.21)
combined with (4.1) gives:

‖un+1
h ‖ + ‖γ n+1

h ‖

≤ C sup
0=τ∈Xh

(
un+1

h , div τ
)

+
(
γ n+1
h , τ

)

‖τ‖div

= −C sup
0=τ∈Xh

(
Aσn+1

h , τ
)

+ (
Aαpn

hI, τ
)

‖τ‖div
≤ C

(
‖A 1

2 σn+1
h ‖ + ‖pn

h‖
)

, n = 0, . . . , N − 1. (4.14)

A combination of bounds Eqs. 4.11–4.14 completes the
proof of the theorem.

4.2 Fixed stress

The FS decoupling method solves the flow problem first,
with the value of σ fixed from the previous time step. After
that, the mechanics problem is solved using the new values
of the pressure as data [37]. We again assume in the analysis
zero source terms for simplicity. The method is: for n =
−1, 0, . . . , N − 1, find (σ n+1

h , un+1
h , γ n+1

h , zn+1
h , pn+1

h ) ∈
Xh×Vh×Qh×Zh×Wh such that, for all (q, w) ∈ Zh×Wh,

(
K−1zn+1

h , q
)

−
(
pn+1

h , div q
)

= 0, (4.15)

c0

(
pn+1

h − pn
h

Δt
, w

)
+ α

(
Aα

pn+1
h − pn

h

Δt
I, wI

)

+
(
div zn+1

h , w
)

= −α

(
A

σn
h − σn−1

h

Δt
, wI

)
, (4.16)

and, for all (τ, v, ξ) ∈ Xh × Vh × Qh,

(
Aσn+1

h , τ
)

+
(
un+1

h , div τ
)

+
(
γ n+1
h , τ

)

= −
(
Aαpn+1

h I, τ
)

, (4.17)
(
div σn+1

h , v
)

= 0, (4.18)
(
σn+1

h , ξ
)

= 0, (4.19)

where the Eqs. 4.15 and 4.17–4.19 hold for n =
−1, 0, . . . , N − 1 and Eq. 4.16 holds for n = 0, . . . , N − 1
with σ−1

h := σ 0
h . Solving Eqs. 4.15 and 4.17–4.19 for

n = −1 provides initial data σ 0
h , u

0
h, γ

0
h , and z0h.

4.2.1 Stability analysis for fixed stress

The following theorem shows that the fixed stress scheme is
unconditionally stable.

Theorem 4.2 For the solution (σn+1
h , un+1

h , γ n+1
h , zn+1

h ,

pn+1
h )0≤n≤N−1 of the system (4.15)–(4.19), there exists

a constant C independent of h, Δt , c0, and amin such
that

N−1∑
n=0

c0

Δt
‖pn+1

h − pn
h‖2 + max

0≤n≤N−1

(
‖zn+1

h ‖2 + ‖pn+1
h ‖2

+‖A1/2σn+1
h ‖2 + ‖un+1

h ‖2 + ‖γ n+1
h ‖2

)
≤ C‖z0h‖2.

Proof The proof is similar to that of the drained split
scheme. Taking the difference of two successive time steps
for equations (4.17)–(4.19) and (4.15), we obtain, for n =
0, . . . , N − 1, for all (τ, v, ξ, q) ∈ Xh × Vh × Qh × Zh,

(
A(σn+1

h − σn
h ), τ

)
+

(
un+1

h − un
h, div τ

)

+
(
γ n+1
h − γ n

h , τ
)

+
(
Aα(pn+1

h − pn
h)I, τ

)
= 0, (4.20)

(
div(σn+1

h − σn
h ), v

)
= 0, (4.21)

(
σn+1

h − σn
h , ξ

)
= 0, (4.22)

(
K−1(zn+1

h − zn
h), q

)
−

(
pn+1

h − pn
h, div q

)
= 0, (4.23)

Taking τ = σn+1
h − σn

h , v = un+1
h − un

h and ξ = γ n+1
h − γ n

h

in (4.20)–(4.22) and adding the equations results in

‖A 1
2 (σn+1

h − σn
h )‖ ≤ α‖A 1

2 (pn+1
h − pn

h)I‖. (4.24)

Taking test functions q = zn+1
h in (4.23) andw = pn+1

h −pn
h

in (4.16) and adding the equations gives

c0

(
pn+1

h − pn
h

Δt
, pn+1

h − pn
h

)

+ α

(
Aα

pn+1
h − pn

h

Δt
I, (pn+1

h − pn
h)I

)

+
(
K−1(zn+1

h − zn
h), z

n+1
h

)

= α

(
A

σn
h − σn−1

h

Δt
, (pn+1

h − pn
h)I

)

≤ 1

2Δt
‖A 1

2 (σn
h − σn−1

h )‖2 + α2

2Δt
‖A 1

2 (pn+1
h − pn

h)I‖2,
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which, combined with Eq. 4.24, implies, for n=0, . . . , N−1,

c0

Δt
‖pn+1

h − pn
h‖2 + α2

2Δt
‖A 1

2 (pn+1
h − pn

h)I‖2

+1

2

(
‖K− 1

2 (zn+1
h − zn

h)‖2 + ‖K− 1
2 zn+1

h ‖2−‖K− 1
2 zn

h‖2
)

≤ α2

2Δt
‖A 1

2 (pn
h − pn−1

h )I‖2,

where for n = 0 we have set p−1
h := p0

h. Summing over n

from 0 to k − 1 for any k = 1, . . . , N gives

k−1∑
n=0

c0

Δt
‖pn+1

h −pn
h‖2 +‖zk

h‖2 ≤ C‖z0h‖2, k = 1, . . . , N .

(4.25)

Next, similarly to the arguments in Theorem 4.1, we obtain

‖pn+1
h ‖ ≤ C‖zn+1

h ‖, n = 0, . . . , N − 1, (4.26)

‖A1/2σn+1
h ‖ ≤ C‖pn+1

h ‖, n = 0, . . . , N − 1. (4.27)

and

‖un+1
h ‖ + ‖γ n+1

h ‖ ≤ C
(
‖A 1

2 σn+1
h ‖ + ‖pn+1

h ‖
)

,

n = 0, . . . , N − 1. (4.28)

The proof is completed by combining Eqs. 4.25–4.28.

4.3 Domain decomposition for the split methods

In this subsection, we present a non-overlapping domain
decomposition method for the drained split decoupled
formulation discussed in Section 4.1, with non-zero source
terms. The domain decomposition algorithm for the fixed
stress decoupled formulation is similar; it can be obtained
by modifying the order of the coupling terms accordingly.
We omit the details.

Following the notation used in Section 3 for the mono-
lithic domain decomposition method, the domain decompo-
sition method for the DS formulation with non-zero source
terms reads as follows: for 1 ≤ i ≤ m and n = 0, . . . , N−1,
find (σn+1

h,i , un+1
h,i , γ n+1

h,i , λ
u,n+1
h ) ∈ Xh,i × Vh,i × Qh,i×Λu

h

and (zn+1
h,i , pn+1

h,i , λ
p,n+1
h ) ∈ Zh,i × Wh,i×Λ

p
h such that, for

all (τ, v, ξ, μu) ∈ Xh,i × Vh,i × Qh,i × �u
h,

(
Aσn+1

h,i , τ
)

Ωi

+
(
un+1

h,i , div τ
)

Ωi

+
(
γ n+1
h,i , τ

)
Ωi

= (
Aαpn

h,iI, τ
)
Ωi

+ 〈gn+1
u , τ ni〉∂Ωi∩u

D

+ 〈λu,n+1
h , τ ni〉i

,

(
div σn+1

h,i , v
)

Ωi

= −
(
f n+1, v

)
Ωi

,

(
σn+1

h,i , ξ
)

Ωi

= 0,

m∑
i=1

(
σn+1

h,i ni, μ
u
)

i

= 0,

and, for all (q, w, μp) ∈ Zh,i × Wh,i × �
p
h ,

(
K−1zn+1

h,i , q
)

Ωi

−
(
pn+1

h,i , div q
)

Ωi

= −〈gn+1
p , q · ni〉∂Ωi∩

p
D

− 〈λp,n+1
h , q · ni〉i

,

c0

(
pn+1

h,i − pn
h,i

Δt
, w

)

Ωi

+ α

(
Aα

pn+1
h,i − pn

h,i

Δt
I, wI

)

Ωi

+
(
div zn+1

h,i , w
)

Ωi

= −α

(
A(σn+1

h,i − σn
h,i)

Δt
, wI

)

Ωi

+
(
gn+1, w

)
Ωi

,

m∑
i=1

(
zn+1
h,i · ni, μ

p
)

i

= 0.

The above split domain decomposition formulation consists
of separate domain decomposition methods for mechanics
and flow at each time step. Such methods have been studied
in detail for the flow [29] and mechanics [35] components.
It is shown that in both cases the global problem can be
reduced to an interface problem with a symmetric and
positive definite operator with condition number O(h−1).
Therefore, we employ the conjugate gradient (CG) method
for the solution of the interface problem in each case.

5 Numerical results

In this section we report the results of several numerical tests
designed to verify and compare the convergence, stability,
and efficiency of the three domain decomposition methods
developed in the previous sections. The numerical schemes
are implemented using deal.II finite element package [4,
12].

In all examples the computational domain is the unit
square (0, 1)2 and the mixed finite element spaces are Xh ×
Vh × Qh = BDM2

1 × Q2
0 × Q0 [9] for elasticity and Zh ×

Wh = BDM1×Q0 [19] for Darcy on quadrilateral meshes.
Here Qk denotes polynomials of degree k in each variable.
For solving the interface problem in the monolithic scheme
we use non-restarted unpreconditioned GMRES and in the
sequential decoupled methods we use unpreconditioned
CG for the flow and mechanics parts separately. We use
a tolerance on the relative residual rk

ro
as the stopping

criteria for both iterative solvers. For Examples 1 and 2, the
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tolerance is taken to be 10−12. For Example 3, the tolerance
is taken to be 10−6 due to relatively smaller initial residual
r0. For the monolithic method, Theorem 3.1 implies that
that the spectral ratio λmax

λmin
= O(h−1), where λmin and λmax

are the smallest and largest real eigenvalues of the interface
operator, respectively. Depending on the deviation of the
operator from a normal matrix [33, 34], the growth rate for
the number of iterations required for GMRES to converge
could be bounded. In particular, if the interface operator
is normal, then the expected growth rate of the number of

GMRES iterations is O
(√

λmax

λmin

)
[34], which in our case

is O(h−0.5). On the other hand, the interface operators in
the decoupled mechanics and flow systems in the DS and
FS schemes are symmetric and positive definite [29, 35]. A
well known result [34] is that the number of CG iterations
required for convergence isO(

√
κ), where κ is the condition

number for the interface operator. Furthermore, it is shown
in [35, 58] that the condition numbers κmech and κf low for
the interface operators corresponding to the mechanics and
flow parts respectively are O(h−1) as well and hence the
expected growth rate for the number of CG iterations is also
O(h−0.5).

5.1 Example 1: convergence and stability

In this example we test the convergence and stability of
the three domain decomposition schemes. We consider the
analytical solution

p = et (sin(πx) cos(πy) + 10),

u = et

(
x3y4 + x2 + sin((1 − x)(1 − y)) cos(1 − y)

(1 − x)4(1 − y)3 + (1 − y)2 + cos(xy) sin(x)

)
.

The physical and numerical parameters are given in Table 1.
Using this information, we derive the right hand side and
boundary and initial conditions for the system Eqs. 2.1–2.8.

The global mesh is divided into 2×2 square subdomains.
We run a sequence of refinements from h = 1/4 to
h = 1/64. The initial grids in the bottom left and
top right subdomains are perturbed randomly, resulting in
general quadrilateral elements. The computed solution for

Table 1 Example 1, physical and numerical parameters

Parameter Value

Permeability tensor (K) I

Lame coefficient (μ) 100.0

Lame coefficient (λ) 100.0

Mass storativity (c0) 1.0, 10−3

Biot-Willis constant (α) 1.0

Time step (Δt) 10−3, 10−2, 10−1

Number of time steps 100

the monolithic scheme with h = 1/64 and Δt = 10−3 on
the final time step is given in Fig. 1.

To study and compare the convergence and stability of
the three methods, we run tests with time steps Δt =
10−3, 10−2 and 10−1. The results with c0 = 1 are presented
in Tables 2–4. We report the average number of iterations
over 100 time steps. The numerical errors are relative to the
corresponding norms of the exact solution. We use standard
Bochner space notation to denote the space-time norms.
Convergence results for the case with c0 = 0.001 and
Δt = 0.01 are given in Table 5.

The main observation is that all three methods exhibit
growth in the number of interface iterations at the rate of
O(h−0.5). This is consistent with the theoretical bounds on
the spectrum of the interface operator, cf. the discussion at
the beginning of Section 5. This behavior is robust with
respect to both Δt and c0. We further note that in both split
schemes, the Darcy interface solver requires fewer number
of iterations than the elasticity solver. We attribute this to
the fact that the Darcy formulation involves a contribution
to the diagonal from the time derivative term, resulting in a
smaller condition number of the interface operator.

Another important conclusion from the tables is that
two split schemes are stable uniformly in Δt and c0, in
accordance with Theorem 4.1 and Theorem 4.2.

In terms of accuracy, all three methods yield O(h)

convergence for all variables in their natural norms, which
is optimal convergence for the approximation of the Biot
system with the chosen finite element spaces, cf. [7, 39]. In
some cases, especially for larger Δt , we observe reduction
in the convergence rate for certain variables due to the
effect of the time discretization and/or splitting errors, most
notably for the Darcy velocity in the fixed stress scheme. The
accuracy of the three methods is comparable for smaller Δt .

In terms of efficiency, in most cases the total number
of flow and elasticity CG iterations in the split schemes
is comparable to the number of GMRES iterations in the
monolithic scheme. However, the split schemes have a clear
advantage, due to the more efficient CG interface solver
compared to GMRES for the monolithic scheme, as well as
the less costly subdomain problems - single-physics solves
versus the coupled Biot solves in the monolithic scheme.

5.2 Example 2: dependence on number
of subdomains

The objective of this example is to study how the
number of GMRES and CG iterations required for the
different schemes depend on the number (and diameter)
of subdomains used in the domain decomposition. For
this example, we use the same test case as in Example
1. We solve the system using 4 (2 × 2), 16 (4 × 4),
and 64 (8 × 8) square subdomains of identical size. The
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Fig. 1 Example 1, computed solution at the final time step using the monolithic domain decomposition method with h = 1/64 and Δt = 10−3

Table 2 Example 1, convergence for Δt = 10−3 and c0 = 1

(a) Monolithic scheme

h #GMRES ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 24 rate 2.13e+00 rate 7.05e-02 rate 6.95e-01 rate 6.88e-01 rate

1/8 33 -0.46 1.13e+00 0.92 3.56e-02 0.98 3.57e-01 0.96 3.48e-01 0.98

1/16 44 -0.42 4.84e-01 1.22 1.79e-02 1.00 1.79e-01 0.99 1.75e-01 1.00

1/32 62 -0.49 2.01e-01 1.27 8.94e-03 1.00 8.99e-02 1.00 8.74e-02 1.00

1/64 87 -0.49 9.15e-02 1.14 4.47e-03 1.00 4.50e-02 1.00 4.37e-02 1.00

(b) Drained split

h #CGElast #CGDarcy ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 19 rate 10 rate 2.00e+00 rate 7.07e-02 rate 7.01e-01 rate 6.88e-01 rate

1/8 23 -0.28 10 0.00 1.11e+00 0.85 3.57e-02 0.99 3.59e-01 0.96 3.48e-01 0.98

1/16 34 -0.56 11 -0.14 4.89e-01 1.18 1.79e-02 1.00 1.81e-01 0.99 1.75e-01 1.00

1/32 47 -0.47 15 -0.45 2.06e-01 1.25 8.94e-03 1.00 9.06e-02 1.00 8.74e-02 1.00

1/64 65 -0.47 20 -0.42 9.29e-02 1.15 4.47e-03 1.00 4.53e-02 1.00 4.37e-02 1.00

(c) Fixed stress

h #CGElast #CGDarcy ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 19 rate 10 rate 1.93e+00 rate 7.06e-02 rate 7.01e-01 rate 6.88e-01 rate

1/8 23 -0.28 10 0.00 1.05e+00 0.88 3.56e-02 0.99 3.59e-01 0.96 3.48e-01 0.98

1/16 34 -0.56 11 -0.14 4.46e-01 1.23 1.79e-02 1.00 1.81e-01 0.99 1.75e-01 1.00

1/32 47 -0.47 15 -0.45 2.63e-01 0.76 8.95e-03 1.00 9.06e-02 1.00 8.74e-02 1.00

1/64 65 -0.47 20 -0.42 2.17e-01 0.28 4.49e-03 0.99 4.53e-02 1.00 4.37e-02 1.00
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Table 3 Example 1, convergence for Δt = 10−2 and c0 = 1

(a) Monolithic scheme

h #GMRES ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 18 rate 1.58e+00 rate 6.98e-02 rate 6.97e-01 rate 6.88e-01 rate

1/8 23 -0.35 7.47e-01 1.08 3.55e-02 0.97 3.58e-01 0.96 3.48e-01 0.98

1/16 32 -0.48 3.58e-01 1.06 1.79e-02 0.99 1.80e-01 0.99 1.75e-01 0.99

1/32 44 -0.46 1.77e-01 1.02 8.97e-03 0.99 9.02e-02 1.00 8.88e-02 0.98

1/64 63 -0.52 8.98e-02 0.98 4.54e-03 0.98 4.53e-02 1.00 4.66e-02 0.93

(b) Drained split

h #CGElast #CGDarcy ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 19 rate 10 rate 1.57e+00 rate 6.98e-02 rate 7.01e-01 rate 6.88e-01 rate

1/8 23 -0.28 12 -0.26 7.46e-01 1.07 3.55e-02 0.97 3.59e-01 0.96 3.48e-01 0.98

1/16 34 -0.56 16 -0.42 3.58e-01 1.06 1.79e-02 0.99 1.81e-01 0.99 1.75e-01 1.00

1/32 47 -0.47 23 -0.52 1.77e-01 1.02 8.97e-03 0.99 9.06e-02 1.00 8.74e-02 1.00

1/64 65 -0.47 32 -0.48 8.96e-02 0.98 4.53e-03 0.98 4.53e-02 1.00 4.37e-02 1.00

(c) Fixed stress

h #CGElast #CGDarcy ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 19 rate 10 rate 1.48e+00 rate 6.97e-02 rate 7.01e-01 rate 6.88e-01 rate

1/8 23 -0.28 12 -0.26 7.64e-01 0.96 3.56e-02 0.97 3.59e-01 0.96 3.48e-01 0.98

1/16 34 -0.56 16 -0.42 4.88e-01 0.65 1.81e-02 0.98 1.81e-01 0.99 1.75e-01 1.00

1/32 47 -0.47 23 -0.52 3.80e-01 0.36 9.37e-03 0.95 9.06e-02 1.00 8.74e-02 1.00

1/64 65 -0.47 32 -0.48 3.44e-01 0.14 5.26e-03 0.83 4.53e-02 1.00 4.37e-02 1.00

Table 4 Example 1, convergence for Δt = 10−1 and c0 = 1

(a) Monolithic scheme

h #GMRES ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 40 rate 1.38e+00 rate 6.99e-02 rate 7.04e-01 rate 7.17e-01 rate

1/8 59 -0.56 7.20e-01 0.94 3.63e-02 0.94 3.65e-01 0.95 4.26e-01 0.75

1/16 88 -0.58 3.97e-01 0.86 1.94e-02 0.90 1.92e-01 0.93 3.09e-01 0.46

1/32 128 -0.54 2.57e-01 0.63 1.17e-02 0.72 1.09e-01 0.81 2.72e-01 0.19

1/64 180 -0.49 2.08e-01 0.31 8.84e-03 0.41 7.40e-02 0.56 2.62e-01 0.06

(b) Drained split

h #CGElast #CGDarcy ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 19 rate 11 rate 1.38e+00 rate 6.99e-02 rate 7.01e-01 rate 6.88e-01 rate

1/8 23 -0.28 14 -0.35 7.17e-01 0.94 3.62e-02 0.95 3.59e-01 0.96 3.48e-01 0.98

1/16 34 -0.56 20 -0.51 3.92e-01 0.87 1.92e-02 0.91 1.81e-01 0.99 1.75e-01 1.00

1/32 47 -0.47 28 -0.49 2.50e-01 0.65 1.15e-02 0.75 9.07e-02 1.00 8.74e-02 1.00

1/64 65 -0.47 38 -0.44 1.99e-01 0.33 8.48e-03 0.44 4.56e-02 0.99 4.37e-02 1.00

(c) Fixed stress

h #CGElast #CGDarcy ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 19 rate 11 rate 1.42e+00 rate 7.00e-02 rate 7.00e-01 rate 6.88e-01 rate

1/8 23 -0.28 14 -0.35 8.38e-01 0.76 3.63e-02 0.95 3.59e-01 0.96 3.48e-01 0.98

1/16 34 -0.56 20 -0.51 5.83e-01 0.52 1.93e-02 0.91 1.81e-01 0.99 1.75e-01 1.00

1/32 47 -0.47 28 -0.49 4.87e-01 0.26 1.15e-02 0.74 9.06e-02 1.00 8.74e-02 1.00

1/64 65 -0.47 38 -0.44 4.56e-01 0.09 8.53e-03 0.44 4.53e-02 1.00 4.37e-02 1.00
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Table 5 Example 1, convergence for Δt = 10−2 and c0 = 10−3

(a) Monolithic scheme

h #GMRES ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

h/4 21 rate 1.86e+00 rate 7.12e-02 rate 6.97e-01 rate 6.88e-01 rate

h/8 28 -0.42 7.87e-01 1.24 3.57e-02 1.00 3.58e-01 0.96 3.48e-01 0.98

h/16 38 -0.44 3.63e-01 1.12 1.79e-02 1.00 1.80e-01 0.99 1.75e-01 0.99

h/32 53 -0.48 1.77e-01 1.04 8.94e-03 1.00 9.02e-02 1.00 8.88e-02 0.98

h/64 73 -0.46 8.78e-02 1.01 4.47e-03 1.00 4.53e-02 1.00 4.66e-02 0.93

(b) Drained split

h #CGElast #CGDarcy ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 19 rate 11 rate 1.90e+00 rate 7.16e-02 rate 7.01e-01 rate 6.88e-01 rate

1/8 23 -0.28 15 -0.45 7.91e-01 1.26 3.58e-02 1.00 3.59e-01 0.96 3.48e-01 0.98

1/16 34 -0.56 20 -0.42 3.64e-01 1.12 1.79e-02 1.00 1.81e-01 0.99 1.75e-01 1.00

1/32 47 -0.47 28 -0.49 1.78e-01 1.03 8.98e-03 1.00 9.06e-02 1.00 8.74e-02 1.00

1/64 65 -0.47 41 -0.55 9.01e-02 0.98 4.55e-03 0.98 4.53e-02 1.00 4.37e-02 1.00

(c) Fixed stress

h #CGElast #CGDarcy ‖z − zh‖L∞(Hdiv) ‖p − ph‖L∞(L2) ‖σ − σh‖L∞(Hdiv) ‖u − uh‖L∞(L2)

1/4 19 rate 11 rate 1.88e+00 rate 7.16e-02 rate 7.01e-01 rate 6.88e-01 rate

1/8 23 -0.28 15 -0.45 8.84e-01 1.09 3.72e-02 0.94 3.59e-01 0.96 3.48e-01 0.98

1/16 34 -0.56 20 -0.42 6.43e-01 0.46 2.08e-02 0.84 1.81e-01 0.99 1.75e-01 1.00

1/32 47 -0.47 28 -0.49 5.60e-01 0.20 1.36e-02 0.61 9.06e-02 1.00 8.74e-02 1.00

1/64 65 -0.47 41 -0.55 5.36e-01 0.06 1.10e-02 0.31 4.53e-02 1.00 4.37e-02 1.00

physical parameters are as in Example 1, with c0 = 1,
Δt = 10−3, and T = 100 × Δt . The average number
and growth rate of iterations in the three methods are
reported in Tables 6–8, where A denotes the subdomain
diameter. We note that the number of iterations for the
drained split and fixed stress schemes are identical, so
we give one table for both methods. For a fixed A, the
growth rate with respect to h is averaged over all mesh
refinements. For a fixed mesh size h, the growth rate
with respect to A is averaged over the different domain
decompositions. For all three methods, we observe that
for a fixed number of subdomains, the growth rate in the
number of iterations with respect to mesh refinement is
approximately O(h−0.5), being slightly better for the Darcy
solver in the split schemes. As this is the same as the growth
rate in Example 1, the conclusion from Example 1 that the
growth rate is consistent with the theory extends to domain
decompositions with varying number of subdomains, see
also the discussion at the beginning of Section 5. We further
observe that for a fixed mesh size, the growth rate in
number of iterations with respect to subdomain diameter
A is approximately O(A−0.5), again being somewhat better
for the Darcy solves. This is consistent with theoretical
results bounding the spectral ratio of the unpreconditioned
interface operator as O

(
(hA)−1) [57]. The dependence

on A can be eliminated with the use of a coarse solve
preconditioner [57, 58].

5.3 Example 3: heterogeneous benchmark

This example illustrates the performance of the methods
for highly heterogeneous media. We use porosity and per-
meability fields from the Society of Petroleum Engineers
10th Comparative Solution Project (SPE10)1. The compu-
tational domain is Ω = (0, 1)2, which is partitioned into
a 128 × 128 square grid. We decompose the domain into
4 × 4 square subdomains. From the porosity field data,
the Young’s modulus is obtained using the relation E =
102

(
1 − φ

c

)2.1
, where c = 0.5, refers to the porosity at

which the Young’s modulus vanishes, see [38] for details.
The porosity, Young’s modulus and permeability fields are
given in Fig. 2. The parameters and boundary conditions
are given in Table 9. The source terms are taken to be zero.
These conditions describe flow from left to right, driven by
a pressure gradient. Since in this example analytical solution
is not available, we need to prescribe suitable initial data.
The initial condition for the pressure is taken to be p0 = 1−
x, which is compatible with the prescribed boundary condi-
tions. We then follow the procedure described in Remark 3.1
to obtain discrete initial data. In particular, we set p0

h to be
theL2-projection of p0 ontoWh and solve a mixed elasticity
domain decomposition problem at t = 0 to obtain σ 0

h . We

1https://www.spe.org/web/csp/datasets/set02.htm
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Table 6 Example 2, number of
GMRES iterations in the
monolithic scheme

h 2 × 2 4 × 4 8 × 8 Rate

1/8 33 53 76 O(A−0.60)

1/16 45 68 97 O(A−0.55)

1/32 63 93 126 O(A−0.50)

1/64 88 125 164 O(A−0.45)

Rate O(h−0.47) O(h−0.41) O(h−0.36)

Table 7 Example 2, number of
CG elasticity iterations in the
drained split and fixed stress
schemes

h 2 × 2 4 × 4 8 × 8 Rate

1/8 23 40 60 O(A−0.69)

1/16 34 51 73 O(A−0.55)

1/32 47 68 95 O(A−0.51)

1/64 65 95 124 O(A−0.46)

Rate O(h−0.50) O(h−0.42) O(h−0.35)

Table 8 Example 2, number of
CG Darcy iterations in the
drained split and fixed stress
schemes

h 2 × 2 4 × 4 8 × 8 Rate

1/8 10 11 14 O(A−0.24)

1/16 11 12 14 O(A−0.17)

1/32 15 16 18 O(A−0.13)

1/64 20 23 24 O(A−0.13)

Rate O(h−0.34) O(h−0.36) O(h−0.25)

Fig. 2 Example 3, porosity, Young’s modulus, permeability

Table 9 Example 3, parameters
and boundary conditions Parameter Value

Mass storativity (c0) 1.0

Biot-Willis constant (α) 1.0

Time step (Δt) 10−2

Total time (T ) 1.0

Boundary σ u p z

Left σn = −αpn – 1 –

Bottom σn = 0 – – z · n = 0

Right − 0 0 –

Top σn = 0 – – z · n = 0
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Fig. 3 Example 3, computed solution at the final time using the monolithic domain decomposition scheme

note that this solve also gives u0h, γ
0
h , and λ

u,0
h . In the case of

the monolithic scheme where the time-differentiated elas-
ticity Eq. 3.8 is solved, the computed initial data is used to
recover un

h, γ
n
h , and λ

u,n
h using Eq. 3.16. The computed solu-

tion using the monolithic domain decomposition scheme is
given in Fig. 3. The solutions from the two split methods
look similar.

In Table 10, we compare the average number of interface
iterations per time step in the three methods. All three
methods converge for this highly heterogeneous problem
with realistic physical parameters. While the three methods
provide similar solutions and the number of interface
iterations is comparable, the split methods are more efficient
than the monolithic method, due the less expensive CG
iterations and single-physics subdomain solves. We further
note that in the split methods the Darcy interface solve is

more expensive than the elasticity one, which is likely due
to the fact that the permeability varies over seven orders of
magnitude, affecting the condition number of the interface
operator.

6 Conclusions

We presented three non-overlapping domain decomposition
methods for the Biot system of poroelasticity in a five-field
fully mixed formulation. The monolithic method involves
solving an interface problem for a composite displacement-
pressure Lagrange multiplier, which requires coupled Biot
subdomain solves at each iteration. The two split methods
are based on the drained split and fixed stress splittings.
They involve two separate elasticity and Darcy interface

Table 10 Example 3, comparison of the number of interface iterations in the three methods

Monolithic Drained split Fixed stress

h #GMRES #CGElast #CGDarcy #CGElast #CGDarcy

1/128 565 297 464 297 464
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iterations requiring single-physics subdomain solves. We
analyze the spectrum of the monolithic interface operator
and show unconditional stability for the split methods. A
series of numerical experiments illustrate the efficiency,
accuracy, and robustness of the three methods. Our main
conclusion is that while two approaches are comparable
in terms of accuracy and number of interface iterations,
the split methods are more computationally efficient than
the monolithic method due to the less expensive CG
iterations compared to GMRES and simpler single-physics
subdomain solves compared to coupled Biot solves in the
monolithic method.
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