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Theorem 6. The functions 

with arbitrary continuous c and arbitrary continuous strictly increasing h 
such that h(e) = 0, h(c) = 1 constitute the general solution of 

i f F ( x , y )  is bounded from below and G ( x , y )  is assumed to be continuous, 
increasing, and associative for  e < x, y < E, and with e as identity element: 

G(e, x) = G(x, e )  = x. 

7.1.4. AN APPLICATION TO THE FOUNDATIONS OF PROBABILITY T H E O R Y . ~ ~ ~  
Generalizing Kolmogorov’s system of axioms for probability theory, 
A. RBNYI 1954, 1962, has suggested that probability theory be based 
on the following system of axioms for the conditional probability, 
p(Al V )  (probability of A under the supposition V ) .  Here A E % and 
V E V where % is a a-algebra of subsets of a set M (that is, % is not 
empty; ;f A E %, then also the complementary subset M - A E %; ;f 
A , E % ( n = 1 , 2 ,  ...) t h e n t h e s u m  C A , ~ % t o o ) a n d V ~ % .  W e u s e  
the usual expressions and notations of the algebras of events; that is, 
the events (subsets) A + B, AB, 0 have the following meanings: 

A + B: the event A or the event B (sum of the subsets A and B),  

AB: the event A and the event B (product of the subsets A and B) ,  

0: the impossible event (the empty set). 

loo See among others S. N. BERNSTEIN 1917, 1934; R. T. COX 1946, 1961; G. A. 
BARNARD 1949, 1951; I. J. GOOD 1950; H. RICHTER 1952[a, b,c],  1953, 1954, 1956; 
J. ACZEL 1955[b], 1961[fl, 1963[a]; L. J ~ N O S S Y  1955, 1960; E. RUFENER 1959, 1963; 
N. N. VOROBYEV 1961. Some of these papers generalize the system of axioms of A. N. 
KOLMOGOROV, “Grundbegriffe der Wahrscheinlichkeitsrechnung” (Ergeb. Math .  Grenz- 
gebiete [2]3), Berlin 1933, in the same sense as we have generalized that of A. RBNYI 
1954, 1962, at this point. Naturally, the considerations following here can also be us ed 
in particular to generalize Kolmogorov’s system of axioms. 



320 7. Several Functions of Several Variables 

The axioms of RCnyi in a form more suitable for our purposes and not 
materially changed are 

0 = P(01 V >  < P(Al V ) ,  ( 1 )  
P(YIV) = P ( W l W )  = 1, (2) 

P[(A V)l VI = P(Al V ) ,  (3) 
P[(AB)l VI = P[AI(BVllP(Bl V>,  (4) 
" + 41 V3 = M I  V )  + P(BlV>, ( 5 )  

where in ( 5 )  it is assumed that A ,  B are mutually exclusive events, 
( A B  = 0) .  The  last axiom suffices if only a finite number of mutually 
exclusive alternative events are considered; in the infinite case, in place 
of (5) we would assume 

which, however, we shall not need here. 
It is our aim to generalize the system of axioms ( I )  through ( 5 )  in . an 

obvious way, by assuming in place of ( 5 )  and (4) that p [ ( A  + B ) /  V ]  
depends only on p(  A 1 V )  and p(  BI V ) ,  whereas p(  ABI V ) ,  on the other hand, 
depends only on p(A1BV)  and on p(B1 V ) .  In  other words, we replace 
in (4) and ( 5 )  the special functions xy and x + y with arbitrary functions: 

as well as the conditions 
e = P(0l V )  < P(A/ v>, 

p(V1V) = (pWlW) = E > e ,  

(8) 

(9) 
which slightly generalize Eqs. (1) and (2). Let functions F,(x,y) ,  
G,(x, y )  be defined for x, y E [el el.  Furthermore, we assume that 
Gv(x, y )  increases continuously with x and y ,  which is fulfilled in a trivial 
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manner in the case of G,(x, y )  = x + y .  I n  other words, p [ ( A  + B)I V ]  
increases continuously with p(  A I V )  and with p( BI V ) .  

We prove that these assumptions are necessary and sufficient for the 
possibility of introducing in a unique and continuous manner a new 
probability that satisfies the original axioms (1) through ( 5 ) .  More 
precisely, we prove the following 

Th e o r e m 1. Assumptions 
e = P(O1 V )  < P(Al V ) ,  

p (VIV)  = p ( W l W )  = E > e, 

P ( ' W  V )  = F V W l B V ) ,  P(BI V l 9  

(8) 
(9) 
(3) 
(6 )  

" + 41 VI = G V W  V ) ,  P(BI VI, (7) 

as well as the continuous increase of Gv(x , y )  are necessary and suffcient 
f or  the existence of a continuous and strictly increasing function h(t) such 
that h(e) = 0, h(c)  = 1, and 

B(AI V )  = W A l  V)l (10)  

satisjies conditions ( I ) ,  (2), (3), (4), and (5 ) ,  if p(A1 V )  takes all values 
between e and E where A E %(a o-algebra of subsets of a set M )  and Y G (42 
is  connected in the sense that for  two arbitrary V E Y ,  W E Y there exist 
events C, , C, , ..., C, E V such that C, V E Y ,  C,C, E V, ..., WC, E Y.  

For proof, we use the following laws of formal logic (of the algebra 
of events): 

" V)l VI = $4'4 I 

V V =  V ,  
( A V ) A  = A V ,  

O + A = A ,  
( A  + B )  + c  = A + ( B  + C ) ,  

( A  + B)C = AC + BC, 

from which follow the relations 

P(A I V V )  = $0 I V ) ,  
P [ ( A  VIA I VI = $0 V I v ,  

PKO - t  41 VI = P(Al 0 
P" + B )  + Cll v:  = p { [ A  + ( B  + C)lI V t ,  

p [ ( A  + B)Cl VI = p[(AC + BC)I VI .  
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x = p ( A /  V ) ,  y = p(BI V ) ,  2 = p(C( V ) ,  u = p(ACI V ) ,  'u = p(BC1 V ) .  

If we simply write 

we obtain for these functions the following conditions: 

Equation (17) is the special case K = J = F of 7. I .3(4); (16) is the 
associativity equation for H ;  Eqs. (1  5 )  and (14) indicate that the opera- 
tions H ,  F have identity elements, whereas (13) asserts the boundedness 
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of the function F from below. On the other hand, G was supposed conti- 
nuous i ncr eas i ng in x and y .  If in (17) we set x  = E,  then because of (14) 

G(u, 7J) = H(u,  TI) ,  (18) 

so that (15) and (16) demonstrate the existence of an identity element e 
and the associativity of G: 

G(e, X) = X, 

GIG(%, Y ) ,  z3 = GIx, G ( y ,  z)],  

and (1 7) becomes the distributivity equation 7.1.3(20) 

F(G(x, Y ) ,  zl = G[F(x, z) ,  F(Y, .)I. 
Equations (1 I), (12), and (18) imply 

GVk, Y )  = Gcv(x, Y ) ,  

and by interchanging C and V 

Gc(x7 Y )  = Gcv(x, JJ) = Gvc(.% Y )  = Gv(x, Y ) ;  

and by the connectedness of V,  there exist for any two V E V,  W E V 
events C, , C,  , ..., C, E 9' -  such that C, V E V ,  C,C, E V ,  ..., WC, E V, 
and thus 

Gv(x ,Y)  = Gc,v(x ,y )  = G c L ( x , y )  = GcZcl (x ,y )  = Gc,(x ,y )  = ... 

= G C " k  Y) = GWC,(X, Y )  = Gw(x, Y )  

that is, G V ( x , y )  i s  independent of  V .  
According to Sect. 7.1.3, Theorem 6, we find that 

H ( x ,  Y )  = G(x, y )  = h-"h(x) + h(Y)l, 

F(x ,  z )  = h-l[h(x)c(z)], 

h(e) = 0, h (€)  = 1. 

Because of (14) and (21), however, 

z = F (€,  2)  = h-"h(€)c(z)] = h-"c(z)], 

c(z) = h(z), 
thus 
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so finally (19) and (20) go over into 

F(x, z) = h-"h(x)h(z)], 

H(x,y) = G(x,y) = h-'[h(x) + h(y)]. 

These functions do in fact satisfy our conditions. If we substitute them 
into (6), (7), (8), (9), and (3), we obtain-cf. also (21)-for 

(10) $(A1 V >  = "('41 V)l, 

where h is continuous and strictly monotonically increasing, 

that is, (1) through (5). The  inverse statement is trivial. Thus we have 
proved our Theorem 1. 

I t  is also easy to show the following 

Theorem 2. I f  $"- is not connected in the sense of Theorem 1, but 
splits into connected parts Vl  , V, , ..., the other suppositions of Theorem 1 
remaining valid,  then in the assertion of Theorem 1 ,  h is replaced by h, , 
h, , ..., for which hi(e) = 0, hi(€)  = 1 ( i =  1, 2, ...); and in place of (10) 

$(AIV) = h,[p(AIV)] ,  f or  V €<  ( i  = 1,2, ...) 
holds. 

7.2. Reduction to Partial Differential Equations and 
Functional Differential Equations 

7.2.1. EULER'S DIFFERENTIAL EQUATION OF HOMOGENEOUS FUNCTIONS. 
RELATED EQUATIONS AND GENERALIZATIONS. EULER 1755 (see also, for 
example, S. G O L ~ B  1932; H. H. DOWNING AND S .  J. JASPER 1948; 
H. A. THURSTON 1960) obtained from the functional equation 

F(xz , y z )  = F(.v,y)zk (z  > 0) (1) 
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