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Part 1. Analysis I: Measure Theory

1. Measures, σ-Algebras

A measure is a way to measure (hence the name!) volumes. So for some set $X$ it should be a map

$$
\mu : 2^X \to [0, \infty]
$$

that to a subset $A \subset X$ assigns the volume $\mu(A)$. Here $2^X$ denotes the potential set, i.e. the collection of subsets of $X$.

What would we want from a volume in $\mathbb{R}^n$? Well it seems to be a reasonable assumption to axiomatically assume the following

- For any $A \subset \mathbb{R}^n$ we have $\mu(A) \in [0, \infty]$
- (Invariance under translation and rotation) For any set $A \subset \mathbb{R}^n$, any rotation $P \in O(n)$ and any vector $x \in \mathbb{R}^n$ we have $\mu(x + OA) = \mu(A)$ where we denote

$$
x + OA := \{x + Oa \in \mathbb{R}^n : a \in A\}
$$

- For any $A, B \subset \mathbb{R}^n$ disjoint we have $\mu(A \cup B) = \mu(A) + \mu(B)$

As reasonable as that sounds, there are two problems here:

- For $n \geq 3$ the only map $\mu : 2^{\mathbb{R}^n} \to [0, \infty]$ that satisfies our axiom is constant (Hausdorff, 1914)
- For $n = 1, 2$ there are indeed nonconstant maps $\mu : 2^{\mathbb{R}^n} \to [0, \infty]$ that satisfy the above axioms, however even if we fix $\mu([0,1]^n) := 1$ there is more than one possibility for such a $\mu$ (Banach 1923).
- the whole business about disjoint sets is really tricky, as illustrated by the Banach-Tarski-Paradoxon (1924):

  Let $n \geq 3$, $A$ and $B$ be bounded sets with $int(A)$ and $int(B) \neq \emptyset$. Then there exist finitely many $(x_i)_{i=1}^N \subset \mathbb{R}^n$, $(O_i)_{i=1}^N \subset O(n)$ and disjoint sets $(C_i)_{i=1}^N$ so that

$$
A = \bigcup_{i=1}^N C_i, \quad \text{and} \quad B = \bigcup_{i=1}^N (x_i + OC_i).
$$

That is we can deconstruct any set $A$ in $\mathbb{R}^n$ into disjoint sets, move them around (without any scaling!) and obtain another completely different set $B$ - see Figure 1.1.

This is crazy, so the axiomatic definition of a reasonable volume in $\mathbb{R}^n$ has failed, and we are back to square one.

So instead of defining a volume in $\mathbb{R}^n$ axiomatically, let us generally define what a reasonable notion of a volume should satisfy. Later we will then construct the Lebesgue measure that has most of the desired properties on $\mathbb{R}^n$. 
Figure 1.1. A ball can be decomposed into a finite number of disjoint sets and then reassembled into two balls identical to the original.

Clearly $\mu(\emptyset) = 0$ is a reasonable assumption. Ideally we would also like $\mu(A \cup B) = \mu(A) \cup \mu(B)$ – but this will be a surprisingly tricky, confusing, and paradox assumption, so let us settle for the following notion.

Definition 1.1. Let $X$ be any set and $2^X$ the potential set of $X$. A map $\mu : 2^X \rightarrow [0, \infty]$ is a measure on $X$ if we have

1. $\mu(\emptyset) = 0$
2. $\mu(A) \leq \sum_{k=1}^{\infty} \mu(A_k)$ whenever $A, A_k \subset X$, $k \in \mathbb{N}$ and $A \subset \bigcup_{k \in \mathbb{N}} A_k$

Remark 1.2. Condition (1) and (2) implies monotonicity,

$$\mu(A) \leq \mu(B) \quad \forall A \subset B.$$ (simply set $A_1 := B$ and $A_k := \emptyset$ for $k \geq 2$).

In particular we could equivalently replace (2) above by $\sigma$-subadditivity, namely

$$\mu(\bigcup_{k=1}^{\infty} A_k) \leq \sum_{k=1}^{\infty} \mu(A_k).$$

Remark 1.3. • A word of warning: we will use here the notion of an outer measure that is defined on all of $2^X$, not only on its $\sigma$-algebra of measurable sets.

• In particular we have $\mu(A \cup B) \leq \mu(A) + \mu(B)$ for any set $A, B \subset X$. However, in general, we cannot hope for all disjoint sets $A$ and $B$ hope that $\mu(A \cup B) = \mu(A) + \mu(B)$ (see above), this will lead to the notion of non-measurable sets.

Example 1.4 (Jordan content). • The outer Jordan content $J^*(E)$ of a set $E \subset \mathbb{R}^n$ is defined as follows.

For a product of bounded cubes $C = [a_1, b_1] \times [a_2, b_2] \times \ldots \times [a_n, b_n]$ we set $\text{vol}(C) := (b_1 - a_1) \cdot (b_2 - a_2) \cdot \ldots \cdot (b_n - a_n)$.

$$J^*(E) := \inf \left\{ \sum_{i=1}^{N} \text{vol}(C_i) \mid \text{for some } N \in \mathbb{N}, \text{ and cubes } (C_i)_{i=1}^{N} \text{ such that } E \subset \bigcup_{i=1}^{N} C_i \right\}$$

Here we follow the convention that $\inf \emptyset = +\infty$.

$J^*(\cdot)$ is not a measure: take any enumeration of $\mathbb{Q} \cap [0,1] = \{q_1, \ldots, q_n, \ldots\}$. Set $A_k := \{q_k\}$ and $A := \bigcup_{k=1}^{\infty} A_k = [0,1] \cap \mathbb{Q}$. If $(C_i)_{i=1}^{\infty}$ is a finite cover of $[0,1] \cap \mathbb{Q}$.


then $\bigcup_{i} \overline{C}_{i} \supset [0, 1]$, so $J^{*}(A) = 1$. However $J^{*}(A_{k}) = 0$ for each $k$, we have $J^{*}(A) \leq \sum_{k=1}^{\infty} J^{*}(A_{k})$.

However $J^{*}$ satisfies finite additivity,

$$
\mu(A \cup B) \leq \mu(A) + \mu(B),
$$

i.e.

$$
\mu(A) \leq \sum_{k=1}^{N} \mu(A_{k}) \quad \text{whenever } A, A_{k} \subset X, \ k \in \{1, \ldots, N\}, \ N \in \mathbb{N}, \text{ and } A \subset \bigcup_{k \in \mathbb{N}} A_{k}.
$$

Such a map $J^{\varepsilon} : 2^{X} \to [0, \infty)$ is called a content.

• The countable version of the outer Jordan content, is called the Lebesgue outer measure

$$(1.1) \quad m^{*}(E) := \inf \left\{ \sum_{i=1}^{\infty} \operatorname{vol}(C_{i}) \right\} \text{ for some }, \text{ and cubes } (C_{i})_{i=1}^{\infty} \text{ such that } E \subset \bigcup_{i=1}^{\infty} C_{i}$$

It is again clear that $m^{*}(\emptyset) = 0$. Let now $A \subset \bigcup_{k=1}^{n} A_{k}$. We may assume that $m^{*}(A_{k}) < \infty$ otherwise there is nothing to show. Fix $\varepsilon > 0$. For each $k$ we can pick $(C_{k;i})_{i=1}^{\infty}$ such that $\bigcup_{i=1}^{\infty} C_{k;i} \supset A_{k}$ and

$$
\sum_{i=1}^{\infty} \operatorname{vol}(C_{k;i}) \leq m^{*}(A_{k}) + \frac{\varepsilon}{2^{k}}.
$$

Now $\bigcup_{k,i \in \mathbb{N}} C_{k;i} \supset A$ and thus

$$
m^{*}(A) \leq \sum_{k,i \in \mathbb{N}} \operatorname{vol}(C_{k;i}) \leq \sum_{k=1}^{\infty} m^{*}(A_{k}) + \sum_{k=1}^{\infty} \frac{\varepsilon}{2^{k}}
$$

That is, we have shown that for any $\varepsilon > 0$,

$$
m^{*}(A) \leq \sum_{k=1}^{\infty} m^{*}(A_{k}) + \varepsilon
$$

Taking $\varepsilon \to 0$ we conclude that $m^{*}(A) \leq \sum_{k=1}^{\infty} m^{*}(A_{k})$ – that is $m^{*}(A)$ is indeed a measure.

Later the Lebesgue measure $L^{n}$ will coincide with $m^{*}(A)$.

• The inner Jordan content,

$$
J_{*}(E) := \sup \left\{ \sum_{i=1}^{N} \operatorname{vol}(C_{i}) \right\} \text{ for some } N \in \mathbb{N}, \text{ and cubes } (C_{i})_{i=1}^{N} \text{ such that } \bigcup_{i=1}^{N} C_{i} \subset E
$$

Here we follow the convention that sup $\emptyset = 0$.

Still $J_{*}(\cdot)$ is not a measure. Take $A_{1} := [0, 1] \setminus \mathbb{Q}$ and for $i \geq 2$ we set $A_{i} = \{q_{i}\}$ for $\{q_{2}, \ldots, \}$ $= \mathbb{Q} \cap [0, 1]$ any enumeration of $\mathbb{Q} \cap [0, 1]$. Since $A_{1}$ has empty interior we have $J_{*}(A_{1}) = 0$. Similarly, $J_{*}(A_{i}) = 0$ for $i \geq 2$. However $A := \bigcup_{i=1}^{\infty} A_{i} = [0, 1]$ satisfies $J_{*}([0, 1]) = 1$. So we have $J_{*}(A) \not\leq \sum_{i=1}^{n} J_{*}(A_{i})$.

\[\text{Indeed, take } r \in [0, 1] \text{ then there exists } q_{k} \text{ converging to } r, \ q_{k} \text{ belongs infinitely often to the same interval, so } r \in \overline{U}_{i} \text{ for some } i.\]
• If we simply make the inner Jordan content countable, i.e. if we set
\[ \tilde{J}^*_s(E) := \sup \left\{ \sum_{i=1}^{\infty} \text{vol}(C_i) \mid \text{for cubes } (C_i)_{i=1}^{\infty} \text{ such that } \bigcup_{i=1}^{\infty} C_i \subset E \right\} \]
we run into the same problem as for \( J^*_s \), namely
\[ J^*_s([0,1] \setminus \mathbb{Q}) = 0. \]
So \( \tilde{J}^*_s(E) \) is still not a measure.

**Example 1.5** (Counting measure). Let \( X \) be any set. Then \#\( 2^X \rightarrow \mathbb{N} \cup \{0\} \) defined by
\[ \#A := \text{number of elements in } A, \]
is a measure, called the **counting measure**.

**Exercise 1.6.** Let \( X \) be a metric space and \( \mu : 2^X \rightarrow [0,\infty] \) a measure. Let \( A \subset X \) then the measure \( \mu_{\cap} A : 2^X \rightarrow [0,\infty] \) given by
\[ (\mu_{\cap} A)(B) := \mu(A \cap B) \]
is a measure.

1.1. **Example: Hausdorff measure.** Let \((X,d)\) be a metric space.

**Definition 1.7.** The \( s \)-dimensional **Hausdorff measure**, \( s > 0 \) is defined as follows.

Let \( \delta \in (0,\infty] \), then for any \( A \subset X \) we define
\[ \mathcal{H}^s_\delta(A) := \alpha(s) \inf \left\{ \sum_{k=1}^{\infty} r_k^s : A \subset \bigcup_{k=1}^{\infty} B(x_k, r_k), r_k \in (0,\delta) \right\}. \]

Here \( B(x_k, r_k) \) are open balls with radius \( r \) centered at \( x_k \), i.e.
\[ B(x_k, r_k) := \{ y \in X : d(x_k, y) < r_k \}. \]

Moreover\(^2\)
\[ \alpha(s) := \frac{\pi^{\frac{s}{2}}}{\Gamma\left(\frac{s}{2} + 1\right)}. \]
where \( \Gamma \) is the Gamma function.

Now observe that \( \delta \mapsto \mathcal{H}^s_\delta(A) \) is monotone decreasing. So we can write
\[ \mathcal{H}^s(A) := \lim_{\delta \to 0^+} \mathcal{H}^s_\delta(A) \equiv \sup_{\delta > 0} \mathcal{H}^s_\delta(A) \in [0,\infty]. \]

Often one writes \( \mathcal{H}^0(A) := \#A \), the **counting measure**.

\( \mathcal{H}^s_\infty \) is called the **Hausdorff content**.

**Remark 1.8.** • Observe that while \( \mathcal{H}^s_\delta(A) < \infty \) whenever \( s > 0 \), \( \delta > 0 \) and \( A \) is any bounded set, as \( \delta \to 0 \) \( \mathcal{H}^s(A) \) will be infinite whenever \( s \) is smaller than the “dimension of \( A \)” (a notion we will define more carefully below).

\(^2\)Warning: Some authors set \( \alpha(s) := 1 \). The main reason to not do that is so that \( \mathcal{H}^n = \mathcal{L}^n \) in \( \mathbb{R}^n \)
Lemma 1.9. $\mathcal{H}^s$ is a measure in $\mathbb{R}^n$.

Proof. One can show similar to the argument for $m^*$ that $\mathcal{H}^s_\delta(\cdot)$ is a measure for each $\delta > 0$. We clearly have $\mathcal{H}^s(\emptyset) = 0$. Moreover, since $\mathcal{H}^s_\delta$ is a measure for any $\delta > 0$, we have for any $A \subset \bigcup_{k=1}^\infty A_k$,

$$\mathcal{H}^s(A) \leq \sum_{k=1}^\infty \mathcal{H}^s(A_k).$$

Taking the supremum over $\delta$ in this inequality we have $\sigma$-additivity for $\mathcal{H}^s$.

Exercise 1.10. Show that

$$\mathcal{H}^0_\delta(Q) \xrightarrow{\delta \to 0} \infty.$$

Lemma 1.11. $\mathcal{H}^s$ is a metric outer measure that means that if $A, B \subset (X, d)$ satisfy

$$d(A, B) := \inf_{a \in A, b \in B} d(a, b) > 0.$$

then

$$\mathcal{H}^s(A \cup B) = \mathcal{H}^s(A) + \mathcal{H}^s(B).$$

Proof. This is relatively easy to see. Take $\delta < \frac{d(A, B)}{3}$, then since any covering $B(x, r)$ with $r < \delta$ cannot contain points of both $A$ or $B$ at the same time, we have that $\mathcal{H}^s_\delta$ is a metric outer measure. Taking $\delta \to 0^+$ we obtain that $\mathcal{H}^s$ is a metric outer measure.

Remark 1.12. One can, and we will in Corollary 1.79, show that the $n$-dimensional Hausdorff measure in $\mathbb{R}^n$ coincides with the Lebesgue measure $\mathcal{L}^n$, i.e.

$$\mathcal{L}^n(A) = \mathcal{H}^n(A).$$

Exercise 1.13. Let $f : \mathbb{R}^n \to \mathbb{R}^m$ be Lipschitz continuous that is

$$|f(x) - f(y)| \leq L|x - y|.$$

Then for any set $\Omega$,

$$\mathcal{H}^{\min\{n, m\}}(f(\Omega)) \leq L\mathcal{H}^{\min\{n, m\}}(\Omega).$$

Exercise 1.14. Show that

- $\mathcal{H}^1 = L^1$ in $\mathbb{R}$
- $\mathcal{H}^s(\lambda A) = \lambda^s\mathcal{H}^s(A)$ for all $\lambda > 0$, where $\lambda A = \{\lambda x : x \in A\}$.
- $\mathcal{H}^s(LA) = \mathcal{H}^s(A)$ whenever $L : \mathbb{R}^n \to \mathbb{R}^n$ is an affine isometry, i.e. if $Lx = Ax + b$ for $A \in O(n)$ and $b \in \mathbb{R}^n$ constant.

Exercise 1.15. Let $U \subset \mathbb{R}^n$ be any non-empty open set. Then $\mathcal{H}^s(U) = \infty$ for all $s < n$. 
Exercise 1.16 (translation and rotation invariant). Let $A \subset \mathbb{R}^n$ and $s \in (0, \infty)$. Show the following

1. If $p \in \mathbb{R}^n$ then $H^s(p + A) = H^s(A)$.
2. If $O \in O(n)$ (i.e. $O \in \mathbb{R}^{n \times n}$ and $O^t O = I$) then $H^s(OA) = H^s(A)$.
3. If $A \subset \mathbb{R}^\ell \times \{0\}$ for $0 < \ell < n$ and $\pi: (x_1, \ldots, x_n) := (x_1, \ldots, x_\ell)$ is the projection from $\mathbb{R}^n = \mathbb{R}^\ell \times \mathbb{R}^{n-\ell}$ to $\mathbb{R}^\ell$, then $H^s_{\mathbb{R}^n}(A) = H^s_{\mathbb{R}^\ell}(\pi(A))$.

Lemma 1.17. Let $0 \leq s < t < \infty$.

1. If $H^t(A) < \infty$ then $H^s(A) = 0$
2. If $H^t(A) > 0$ then $H^s(A) = \infty$.

Proof. Indeed, whenever $r_k \leq \delta$ and $(B(x_k, r_k))_{k \in \mathbb{N}}$ cover $A$ we have

$$H^t_\delta(A) \leq \alpha(t) \sum_{k=1}^\infty r_k^\ell \leq \alpha(t) \delta^{t-s} \sum_{k=1}^\infty r_k^s.$$  

Taking the infimum over any such covering $(B(x_k, r_k))$ of $A$ we find

$$H^s_\delta(A) \leq \frac{\alpha(t)}{\alpha(s)} \delta^{t-s} H^s_\delta(A).$$

Taking $\lim_{\delta \to 0}$ on both sides we obtain

$$H^t(A) \leq \frac{\alpha(t)}{\alpha(s)} 0 \cdot H^s(A).$$

This implies that if $H^t(A) > 0$ then necessarily $H^s(A) = \infty$, and if $H^s(A) < \infty$ then $H^t(A) = 0$. \qed

Example 1.18. If $k \in \mathbb{N}$ it is conceivable that $H^k$ measures something of “dimension $k$”. For example assume that $C = [0, 1]^2 \times \{0\} \subset \mathbb{R}^3$ is a 2D-square of sidelength 1. We need $\approx \frac{1}{\delta^2}$ many balls to cover $C$. Then

$$H^s_\delta(C) \leq \alpha(s) \frac{1}{\delta^2} \delta^s.$$  

So if $s > 2$ we see that $H^s(C) \leq \lim_{\delta \to 0} \delta^{s-2} = 0$. That is $C$ has no $s$-volume for $s > 2$.

For $s = 2$ one can argue that covering uniformly by balls of radius $\delta$ is optimal and thus we have

$$0 < H^2(C) < \infty.$$  

In particular $H^2(C) = \infty$ for any $s < 2$.

(this argument is easy to generalize to a $\ell$-dimensional manifold in $\mathbb{R}^N$)

Indeed, with the Hausdorff measure we can define a dimension
**Definition 1.19.** The **Hausdorff dimension** is defined as

\[
\dim_H A := \inf \{ s \geq 0 : \mathcal{H}^s(A) = 0 \}.
\]

If \( \mathcal{H}^s(A) > 0 \) for all \( s > 0 \) then \( \dim_H(E) := \infty \).

**Lemma 1.20.** Let \( C \) be a set in a metric space and let \( s \geq 0 \)

1. If \( \mathcal{H}^s(C) = 0 \) then \( \dim_H(E) \leq s \).
2. If \( \mathcal{H}^s(C) > 0 \) then \( \dim_H(E) \geq s \).
3. If \( 0 < \mathcal{H}^s(C) < \infty \) then \( \dim_H(E) = s \).
4. If \( \mathcal{H}^\infty(C) > 0 \) and \( \mathcal{H}^s(C) < \infty \) then \( \dim_H(E) = s \).

**Proof.** This follows from Lemma 1.17 and the definition of Hausdorff measure.

(1) follows from the definition of the Hausdorff measure as infimum. Then \( \dim_H(E) \leq s \).
(2) If \( \mathcal{H}^s(C) > 0 \) then by Lemma 1.17 \( \mathcal{H}^t(C) = \infty \) for all \( t < s \). Again from the definition it is clear that \( \dim_H(E) \geq s \).
(3) This is a consequence of the two above statements.
(4) Follows from the statement before since \( \mathcal{H}^\infty(C) \leq \mathcal{H}^s(C) \)

\( \square \)

**Exercise 1.21** (Hausdorff dimension under Lipschitz and Hölder maps). Let \( (X, d_x) \) and \( (Y, d_Y) \) be two metric spaces and let \( f : X \to Y \). Assume that \( A \subset X \) has Hausdorff-dimension \( \dim_H(A) = s \).

1. If \( f \) is uniformly Lipschitz continuous, i.e. for some \( L > 0 \),
\[
d_Y(f(x), f(y)) \leq L d(x, y) \quad \forall x, y \in X
\]
then \( \dim_H(f(A)) \leq s \).
2. Give an example where \( \dim_H(A) < s \)
3. Assume \( f \) is uniformly Hölder continuous, i.e. for some \( L > 0 \) and \( \alpha > 0 \)
\[
d_Y(f(x), f(y)) \leq L d(x, y)^\alpha \quad \forall x, y \in X
\]
What can we say about the Hausdorff dimension of \( f(A) \subset Y \)?

Cf Exercise 1.13.

**Example 1.22.** The Cantorset is defined as follows.

\[
C_0 := [0, 1]
\]
Let \( C_0 := [0, 1] \). In the \( k \)-th step we construct \( C_k \) by removing of each interval the open middle interval of size \( 3^{-n} \). For example

\[
C_1 := [0, \frac{1}{3}] \cup [\frac{1}{3}, 1].
\]
See Figure 1.2.
Figure 1.2. The cantor set

Set $C := \bigcap_{k=1}^\infty C_k$. Observe that $C$ is closed and bounded, so compact.

**Lemma 1.23.** $\dim_H(C) = \frac{\log 2}{\log 3}$.

**Proof.** For each $k \in \mathbb{N}$ we have $C \subset C_k$. Observe that $C_k$ consists of $2^k$ disjoint intervals each of diameter $3^{-k}$ (i.e. radius $\frac{1}{2} 3^{-k}$). Thus for any $\delta > 0$ and for any $k \gg 1$ so that $\frac{1}{2} 3^{-k} < \delta$ we have

$$\mathcal{H}_\delta^s(C) \leq \alpha(s) \sum_{\ell=1}^{2^k} \left(\frac{1}{2} 3^{-k}\right)^s = 2^{-s} \left(\frac{2}{3}\right)^k \xrightarrow{k \to \infty} \alpha(s) \begin{cases} 2^{-s} & s = \frac{\log 2}{\log 3} \\ 0 & s > \frac{\log 2}{\log 3} \\ \infty & s > \frac{\log 2}{\log 3} \end{cases}$$

In particular we have

$$\mathcal{H}^s(C) = 0 \quad \forall s > \frac{\log 2}{\log 3}.$$

So from the definition of the Hausdorff dimension we get

$$\dim_H C \leq \frac{\log 2}{\log 3}.$$

Now we need to show the other direction. From now on set $s := \frac{\log 2}{\log 3}$. Let $(B(x_i, r_i))_{i=1}^\infty$ be any covering of $C$. We claim that

$$(1.2) \quad \sum_{i=1}^\infty r_i^s \geq \frac{1}{2^s 4}.$$  

Once we have (1.2) we are done, because (1.2) implies

$$\mathcal{H}^s(C) \geq \frac{1}{2^s 4}.$$  

In particular (recall that $s = \frac{\log 2}{\log 3}$) we have $\infty > \mathcal{H}^s(C) \geq \mathcal{H}^s_\infty(C) > 0$.

Let us make some notation. Denote by $A_k$ the intervals of $C_k$, i.e. $A_k$ consists of pairwise disjoint, closed intervals in $\mathbb{R}$ such that $C_k = \bigcup_{I \in A_k} I$. E.g.

$$C_1 = [0, \frac{1}{3}] \cup [\frac{2}{3}, 1], \quad A_1 = \{[0, \frac{1}{3}], [\frac{2}{3}, 1]\}.$$
Figure 1.3. If a ball intersects three intervals of $A_{K_i}$ its diameter is at least $5 \cdot 3^{-K_i}$.

Proof of (1.2) Since $C$ is compact, we may assume that there finitely many, w.l.o.g. the first $N$ balls $(B(x_i, r_i))_{i=1}^N$ already cover $C$. We may assume that each $r_i < \frac{1}{2}$, otherwise (1.2) is obvious.

Fix $i \in \{1, \ldots, N\}$.

Let $K_i \in \mathbb{N} \cup \{0\}$ so that $2r_i \in [3^{-K_i-1}, 3^{-K_i})$.

Now we consider the construction step $C_{K_i}$. Each ball $B(x_i, r_i)$ has nonempty intersection with at most 2 intervals of $C_{K_i}$. Indeed, otherwise its diameter would be at least $5 \cdot 3^{-K_i}$, see Figure 1.3.

But then $B(x_i, r_i)$ has nonempty intersection with at most $2 \cdot 2^{j-K_i}$ intervals of $C_j$ for any $j \geq K_i$. Since $s = \frac{\log 2}{\log 3}$ we have

$$2 \cdot 2^{j-K_i} = 2^{j+1} 2^{-K_i} = 2^{j+1} 3^{-K_i s} \leq 2^{j+1} 3^s (2r_i)^s = 2^{j+2} (2r_i)^s.$$ 

Set now $K := \max_{i=1}^N K_i$.

Then for any $i \in \{1, \ldots, N\}$ each of the balls $B(x_i, r_i)$ has nonempty intersection with at most $2^{K+2}(2r_i)^s$ many intervals of $A_K$.

So if we set $\Gamma_i$ to be the number of intervals in $A_K$ that intersect $B_{r_i}(x_i)$ we have $\Gamma_i \leq 2^{K+2}(2r_i)^s$ and thus

$$\sum_{i=1}^N \Gamma_i (3^{-K})^s \leq \sum_{i=1}^N (3^{-K})^s 2^{K+2}(2r_i)^s = 4 \cdot 2^s \sum_{i=1}^N (r_i)^s \tag{1.3}$$

Now for each $x \in C$ there is exactly one interval $I$ in $A_K$ such that $x \in I$. Since $(B_{r_i}(x_i))_{i=1}^N$ covers all of $C$ we have the following: for each interval $I$ in $A_K$ there exists some $i \in \{1, \ldots, N\}$ such that $B_{r_i}(x_i) \cap I \neq \emptyset$. That is,

$$\sum_{i=1}^N \Gamma_i \geq \text{number of intervals in } A_K = 2^K.$$
Thus,

\[(1.4) \sum_{i=1}^{N} \Gamma_i 3^{-Ks} \geq 2^{K} 3^{-Ks} = 1.\]

Together, (1.3) and (1.4) imply (1.2).

\[\Box\]

**Example 1.24.** The Smith–Volterra–Cantor set, aka fat cantor set is defined as follows.

Let \(C_0 := [0, 1]\). In the \(k\)-th step we construct \(C_k\) by removing of each interval the open middle interval of size \(a^n\). That is

\[
C_1 = [0, \frac{1-a}{2}] \cup \left[\frac{1+a}{2}, 1\right].
\]

\[
C_2 = [0, \frac{1-a}{4} - \frac{a^2}{2}] \cup \left[\frac{1-a}{4} + \frac{a^2}{2}, 1-a\right] \cup \left[\frac{1+a}{2}, \frac{1}{2} + \frac{1+a}{2} - \frac{a^2}{2}\right] \cup \left[\frac{1}{2} + \frac{1+a}{2} + \frac{a^2}{2}, 1\right].
\]

Cf. Figure 1.4.

Set \(C := \bigcap_{k=1}^{\infty} C_k\). For \(a = \frac{1}{3}\) this is the typical *Cantor set*. For \(a = \frac{1}{4}\) this is the *Fat Cantor set*.

**Exercise 1.25.** The fat Cantor above set has positive \(\mathcal{H}^1\)-measure.

1.2. **Measurable sets.** As we have discussed, our definition of measure does not include the “natural” condition that \(\mu(B) = \mu(B \cap A) + \mu(B \setminus A)\) for all \(A, B \subset X\) – because this “natural” condition leads to incompatibility such as the Banach-Tarski Paradoxon.

So we will denote the class of sets \(A \subset 2^X\) where we have the above “natural” condition as the \(\sigma\)-algebra of measurable sets.

**Definition 1.26** (Carathéodory). Let \(\mu\) be a measure on \(X\).

\(A \subset X\) is called \(\mu\)-measurable if

\[\mu(B) = \mu(A \cap B) + \mu(B \setminus A)\] for any \(B \subset X\)

**Remark 1.27.** By additivity of the measure, measurability is equivalent to

\[\mu(B) \geq \mu(A \cap B) + \mu(B \setminus A)\] for any \(B \subset X\)

**Exercise 1.28.** Let \(X \neq \emptyset\) be any set
• and assume $\mu(\emptyset) = 0$ and $\mu(A) = 1$ for any $A \neq \emptyset$. Then $A$ is $\mu$-measurable if and only if $A = \emptyset$ or $A = X$.
• If $\nu = \#$ the counting measure then any set $A$ is $\nu$-measurable.

Clearly, whatever choice of measure we have, $\emptyset$ and $X$ are measurable sets. We also have

$$(1.5) \quad (A_i)_{i=1}^N \text{ are measurable} \Rightarrow \bigcup_{i=1}^N A_i \text{ is measurable}$$

**Proof of (1.5).** We proof this by induction. Clearly this holds for $N = 1$. So to conclude (1.5) we only need to show:

If $A_1, A_2$ are $\mu$-measurable, then so is $A_1 \cup A_2$.

So assume $A_1$ and $A_2$ are $\mu$-measurable and $B \subset X$.

$$\mu(B) = \mu(B \setminus A_1) + \mu(B \cap A_1)$$
$$= \mu((B \setminus A_1) \cap A_2) + \mu((B \setminus A_1) \setminus A_2)$$
$$+ \mu((B \cap A_1) \cap A_2) + \mu((B \cap A_1) \setminus A_2)$$
$$\geq \mu(B \setminus (A_1 \cup A_2)) + \mu(B \cap (A_1 \cup A_2))$$

In the last step we have used that

$$\mu((B \setminus A_1) \cap A_2) + \mu((B \cap A_1) \cap A_2) + \mu((B \cap A_1) \setminus A_2) \geq \mu(B \setminus (A_1 \cup A_2)),$$

by sublinearity and the fact that

$$B \setminus (A_1 \cup A_2) = ((B \setminus A_1) \cap A_2) \cup ((B \cap A_1) \cap A_2) \cup ((B \cap A_1) \setminus A_2).$$

By Remark 1.27 we have that $(A_1 \cup A_2)$ is also measurable.  

We have much more than that:

**Lemma 1.29.** Let $X$ be a set and $\mu$ be a measure on $X$.

The collection $\mathcal{A} \subset 2^X$ of $\mu$-measurable functions
$$\mathcal{A} := \{ A \subset X : \text{ A is } \mu\text{-measurable} \}$$

is a $\sigma$-algebra, that is

1. $X \in \mathcal{A}$
2. $A \in \mathcal{A}$ implies that $X \setminus A \in \mathcal{A}$
3. If $(A_i)_{i=1}^\infty \subset \mathcal{A}$ then $\bigcup_{i=1}^\infty A_i \in \mathcal{A}$.\(^3\)

In particular

\(^3\)This is the $\sigma$ in $\sigma$-algebra, $\sigma$ means for countably many. If we only had for any $N \in \mathbb{N}$: $(A_i)_{i=1}^N \subset \mathcal{A}$ then $\bigcup_{i=1}^N A_i \in \mathcal{A}$, $\mathcal{A}$ would be merely an Algebra (no $\sigma$!)
• $\emptyset \in A$

• if $(A_i)_{i=1}^{\infty} \subset A$ then $\cap_{i=1}^{\infty} A_i \in A$

Proof. 

(1) For any $B \subset X$: since $B \cap X = B$ and $B \setminus X = \emptyset$ we have

$$\mu(B) = \mu(B) + \mu(\emptyset) = \mu(B \cap X) + \mu(B \setminus X).$$

(2) Assume that $A \in A$. Set $\tilde{A} := X \setminus A$. For any $B \subset X$ we have

$$\tilde{A} \cap B = (X \setminus A) \cap B = B \setminus A,$$

and

$$B \setminus \tilde{A} = B \setminus (X \setminus A) = B \cap A.$$ 

Since $A$ is measurable we then have

$$\mu(B \cap \tilde{A}) + \mu(B \setminus \tilde{A}) = \mu(B \setminus A) + \mu(B \cap A) = \mu(B).$$

(3) Let $(A_i)_{i \in \mathbb{N}} \subset A$. Set $A := \bigcup_{i=1}^{\infty} A_i$.

Without loss of generality we have that $A_i \cap A_j = \emptyset$ for $i \neq j$. Indeed, otherwise we set $\tilde{A}_1 := A_1$ and $\tilde{A}_k := A_k \setminus \bigcup_{i=1}^{k-1} A_i$. By the previously proven properties and (1.5) each $\tilde{A}_k$ belongs to $A$ and we have $A = \bigcup_{k=1}^{\infty} \tilde{A}_k$ – so we could work with $\tilde{A}_k$ instead of $A_k$.

We have by measurability of each $A_k$ and since $A_N$ and $\bigcup_{k=1}^{N-1} A_k$ are disjoint,

$$\mu(B \cap \bigcup_{k=1}^{N} A_k) = \mu(B \cap \left( \bigcup_{k=1}^{N} A_k \right) \cap A_N) + \mu(B \cap \left( \bigcup_{k=1}^{N} A_k \right) \setminus A_N)$$

$$= \mu(B \cap A_N) + \mu(B \cap \bigcup_{k=1}^{N-1} A_k).$$

Repeating this computation $N - 1$ times we obtain

$$\mu(B \cap \bigcup_{k=1}^{N} A_k) = \sum_{k=1}^{N} \mu(B \cap A_k).$$

By (1.5) and the monotonicity of $\mu$, Remark 1.2, we then have

$$\mu(B) = \mu(B \cap \bigcup_{k=1}^{N} A_k) + \mu(B \setminus \bigcup_{k=1}^{N} A_k) \geq \sum_{k=1}^{N} \mu(B \cap A_k) + \mu(B \setminus \bigcup_{k=1}^{\infty} A_k).$$

This holds for any $N$, so we obtain

$$\mu(B) \geq \sum_{k=1}^{\infty} \mu(B \cap A_k) + \mu(B \setminus \bigcup_{k=1}^{\infty} A_k).$$

By the $\sigma$-subadditivity of $\mu$ we then have

$$\mu(B) \geq \mu(B \cap \bigcup_{k=1}^{\infty} A_k) + \mu(B \setminus \bigcup_{k=1}^{\infty} A_k).$$

In view of Remark 1.27 this implies measurability of $\bigcup_{k=1}^{\infty} A_k$. 
Definition 1.30. Let $\mathcal{C} \subset 2^X$ any nonempty family of subsets of $X$, then

$$\sigma(\mathcal{C})$$

denotes the $\sigma$-Algebra generated by $\mathcal{C}$, namely the smallest $\sigma$-algebra containing $\mathcal{C}$.

Exercise 1.31. • $\{\emptyset, X\}$ is a $\sigma$-algebra of $X$
• $2^X$ is a $\sigma$-algebra of $X$
• Let $(X, d)$ be a metric space. Denote $\mathcal{O} \subset 2^X$ the family of all open sets. Let $\mathcal{F}$ be the family of $\sigma$-Algebras that contain all open sets. That is, $\mathcal{A} \subset 2^X$ belongs to $\mathcal{F}$ if and only if $\mathcal{A}$ is a $\sigma$-Algebra, and any open set $O \in \mathcal{O}$ belongs to $\mathcal{A}$, i.e. $O \in \mathcal{A}$.

Define $B := \bigcap\{\mathcal{A} : \mathcal{A} \in \mathcal{F}\}$.

Show that (a) $\mathcal{F}$ is nonempty, (b) $B$ is a $\sigma$-algebra and (c) $B$ is the smallest $\sigma$-Algebra containing all open sets, i.e. show that $B = \sigma(\mathcal{O})$.

$B$ is called the Borel $\sigma$-Algebra and a set $B \in B$ is called a Borel set.

Definition 1.32. If $\mu : 2^X \to [0, \infty]$ is a measure on $X$, and $\Sigma$ is the $\sigma$-algebra of $\mu$-measurable sets, then once calls $(X, \Sigma, \mu)$ a measure space.

Some author choose to define measures only on their $\sigma$-algebra $\Sigma$ of measurable sets, and call our definition of a measure an outer measure.

There is a reason for restricting $\mu$ only to act on measurable sets – a measure $\mu$ acts in a very intuitive way on its measurable sets!

Theorem 1.33. Let $(X, \Sigma, \mu)$ be a measure space.

Let $(A_k)_{k \in \mathbb{N}} \subset \Sigma$ (i.e. each $A_k$ is measurable). Then we have

1. If $A_k \cap A_\ell = \emptyset$ for $k \neq \ell$ we have

$$\mu(\bigcup_{k=1}^{\infty} A_k) = \sum_{k=1}^{\infty} \mu(A_k)$$

(\sigma\text{-Additivity})

2. If $A_1 \subset A_2 \subset \ldots \subset A_k \subset \ldots$ then

$$\mu\left(\bigcup_{k=1}^{\infty} A_k\right) = \lim_{k \to \infty} \mu(A_k).$$

3. If $\mu(A_1) < \infty$ and $A_1 \supset A_2 \supset \ldots \supset A_k \supset \ldots$ then

$$\mu\left(\bigcap_{k=1}^{\infty} A_k\right) = \lim_{k \to \infty} \mu(A_k).$$
Proof. (1) Above in (1.6) we computed (take $B = X$) that for finitely many pairwise disjoint sets

$$\mu(\bigcup_{k=1}^{N} A_k) = \sum_{k=1}^{N} \mu(A_k).$$

By monotonicity

$$\mu(\bigcup_{k=1}^{\infty} A_k) \geq \mu(\bigcup_{k=1}^{N} A_k) = \sum_{k=1}^{N} \mu(A_k)$$

Taking $N \to \infty$ we find

$$\mu(\bigcup_{k=1}^{\infty} A_k) \geq \sum_{k=1}^{\infty} \mu(A_k).$$

By $\sigma$-subadditivity,

$$\mu(\bigcup_{k=1}^{\infty} A_k) \geq \sum_{k=1}^{\infty} \mu(A_k) \geq \mu(\bigcup_{k=1}^{\infty} A_k).$$

The number on left- and right-hand side are the same so we have

$$\sum_{k=1}^{\infty} \mu(A_k) = \mu(\bigcup_{k=1}^{\infty} A_k).$$

(2) Let $\tilde{A}_1 := A_1$ and $\tilde{A}_k := A_k \setminus A_{k-1}$. Then $(\tilde{A}_k)_{k=1}^{\infty}$ is pairwise disjoint, and each $\tilde{A}_k$ is measurable. So

$$\mu(\bigcup_{k=1}^{\infty} A_k) = \mu(\bigcup_{k=1}^{\infty} \tilde{A}_k) = \sum_{k=1}^{\infty} \mu(\tilde{A}_k)$$

$$= \lim_{N \to \infty} \sum_{k=1}^{N} \mu(\tilde{A}_k)$$

$$= \lim_{N \to \infty} \mu(\bigcup_{k=1}^{N} \tilde{A}_k)$$

$$= \lim_{N \to \infty} \mu(A_N).$$

(3) Set $\tilde{A}_k := A_1 \setminus A_k$, $k \in \mathbb{N}$. Then $\emptyset = \tilde{A}_1 \subset \tilde{A}_2 \subset \ldots$. Moreover we have

$$\mu(A_1) = \mu(\tilde{A}_k) + \mu(A_k), \quad k \in \mathbb{N}. $$
By the above argument (observe that \( \mu(A_k) \leq \mu(A_1) < \infty \))

\[
\mu(A_1) - \lim_{k \to \infty} \mu(A_k) = \lim_{k \to \infty} \mu(\hat{A}_k)
\]

\[
= \mu\left( \bigcup_{k=1}^{\infty} \hat{A}_k \right)
\]

\[
= \mu(A_1 \setminus \bigcap_{k=1}^{\infty} A_k)
\]

\[
= \mu(A_1) - \mu(\bigcap_{k=1}^{\infty} A_k).
\]

Since \( \mu(A_1) < \infty \) we can conclude.

\[\square\]

**Example 1.34.**

- There is no way we can assume (or should hope for) that for uncountable unions we have (even sub-)additivity: For example \( \mathbb{R} = \bigcup_{x \in \mathbb{R}} \{x\} \). The Lebesgue measure would satisfy \( \mathcal{L}^1\{x\} = 0 \) for all \( x \), so

\[
\mathcal{L}^1(\mathbb{R}) \neq \lim_{k \to \infty} \mathcal{L}^1\{x\} = 0.
\]

- The assumption \( \mu(A_1) < \infty \) in Theorem 1.33(3) is necessary.

Let \( X = \mathbb{N} \) and \( \mu \) the counting measure. Set for \( k \in \mathbb{N} \)

\[
A_k = \{k, k+1, k+2, \ldots\}.
\]

Then \( A_k \supset A_{k+1} \), but \( \mu(A_k) = \infty \) for all \( k \in \mathbb{N} \). However \( \bigcap_{k \in \mathbb{N}} A_k = \emptyset \), so

\[
0 = \mu(\bigcap_{k \in \mathbb{N}} A_k) \neq \lim_{k \to \infty} \mu(A_k) = \infty.
\]

Lastly, from Advanced Calculus we are aware of sets of measure zero (there it was that Riemann-integrable functions are continuous outside a set of Lebesgue-measure zero)

**Definition 1.35** (Zero sets). A set \( N \subset X \) is called a set of \( \mu \)-measure zero if \( \mu(N) = 0 \). We also say \( N \) is a \( \mu \)-zeroset.

A property \( P(x) \) holds \( \mu \text{-a.e.} \) in \( X \) if \( P(x) \) holds in \( X \setminus N \) where \( N \) is a \( \mu \)-zeroset.

**Theorem 1.36.** Let \( N \subset X \) be a \( \mu \)-zero set. Then \( N \) is measurable.

**Proof.** Let \( B \subset X \), by monotonicity we have \( \mu(B \cap N) \leq \mu(N) = 0 \). Moreover \( \mu(B \setminus N) \leq \mu(B) \). So we have

\[
\mu(B \cap N) + \mu(B \setminus N) \leq \mu(N) + \mu(B) = \mu(B).
\]

This implies measurability. \[\square\]

**Exercise 1.37.** Let \( X \) be a set and \( \mu \) be a measure on \( X \).

1. Let \( (N_i)_{i \in \mathbb{N}} \) be sets of \( \mu \)-measure zero. Show that \( \bigcup_{i \in \mathbb{N}} N_i \) is a set of \( \mu \)-measure zero.
(2) Let $N$ be a $\mu$-zeroset. Show that any $A \subset N$ is a $\mu$-zeroset.

(3) Show that if a property $P(x)$ holds for $\mu$-a.e. $x$ and a property $Q(y)$ holds for $\mu$-a.e. $y$ then $Q(x)$ and $P(x)$ hold (simultaneously) for a.e. $x$.

1.3. Construction of Measures: Carathéodory-Hahn Extension Theorem. While we already have constructed in (1.1) the Lebesgue (outer) measure, we are still interested in finding a more axiomatic approach to construct the Lebesgue measure.

The idea is to define a pre-measure on some sets (like cubes!) and build a measure out of that.

**Definition 1.38 (Algebra).** Let $X$ be a set and $\mathcal{A} \subset 2^X$. $\mathcal{A}$ is called an algebra if

1. $X \in \mathcal{A}$
2. $A \in \mathcal{A}$ implies that $X \setminus A \in \mathcal{A}$
3. If $A_1, A_2 \in \mathcal{A}$ then $A_1 \cup A_2 \in \mathcal{A}$.

**Definition 1.39 (Pre-measure).** Let $X$ be a set, $\mathcal{A} \subset 2^X$ an algebra (not necessarily a $\sigma$-algebra!). A map $\lambda : \mathcal{A} \to [0, \infty]$ is a pre-measure, if

1. $\lambda(\emptyset) = 0$
2. $\lambda(A) = \sum_{k=1}^{\infty} \lambda(A_k)$ for any $A \in \mathcal{A}$ such that $A = \bigcup_{k=1}^{\infty} A_k$ for some pairwise disjoint $(A_k)_{k=1}^{\infty} \subset \mathcal{A}$.

A pre-measure is called $\sigma$-finite, if $X = \bigcup_{k=1}^{\infty} S_k$ with $S_k \in \mathcal{A}$ and $\lambda(S_k) < \infty$ for each $k$.

**Exercise 1.40.** Let $\lambda : \mathcal{A} \to [0, \infty]$ be a premeasure

1. Assume $A \subset B$ with $A, B \in \mathcal{A}$ then $\lambda(A) \leq \lambda(B)$.

**Example 1.41.** An interval is the set $(a, b)$ or $[a, b]$ or $(a, b]$ or $[a, b)$, where $-\infty < a \leq b < \infty$ (we allow $\pm \infty$ if the set is open).

A block $Q$ in $\mathbb{R}^n$ is the cartesian product of $n$ intervals $Q = I_1 \times I_2 \times \ldots \times I_n$.

A figure is made out of finitely many blocks

$$\mathcal{A} := \left\{ A \subset \mathbb{R}^n : A = \bigcup_{i=1}^{N} Q_i \quad \text{some } N \in \mathbb{N}, Q_i \text{ blocks with pairwise disjoint interior} \right\}.$$ 

Exercise: $\mathcal{A}$ is an Algebra

The volume of a block $Q = I_1 \times \ldots \times I_n$ is given by the $n$-dimensional volume, i.e.

$$\text{vol}(Q) = \prod_{i=1}^{n} |I_i|,$$

where as usual, $|[a, b]| = |(a, b)| = |[a, b)| = |(a, b]| := |b - a|.$

Indeed, vol defines now a premeasure on $\mathcal{A}$:
Whenever \( A \in \mathcal{A} \), i.e. \( A = \bigcup_{i=1}^{N} Q_i \) for pairwise disjoint blocks \( Q_i \) then
\[
\text{vol}(A) := \sum_{i=1}^{N} \text{vol}(Q_i).
\]

One can check that this is independent of the specific choice of \( Q_i \). I.e. if also \( A = \bigcup_{j=1}^{N} \tilde{Q}_j \) for another combination of pairwise disjoint blocks \( \tilde{Q}_j \) then
\[
\sum_{i=1}^{N} \text{vol}(Q_i) = \sum_{j=1}^{\tilde{N}} \text{vol}(\tilde{Q}_j).
\]

Indeed, now vol defines a pre-measure on \( \mathcal{A} \). vol is also \( \sigma \)-finite, simply take \( S_k := [-k, k]^n \).

The important thing is that a premeasure extends (more or less uniquely) into a real measure. This is called Carathéodory–Hahn extension.

**Theorem 1.42** (Carathéodory–Hahn extension). Let \( X \) be a set, and \( \mathcal{A} \subset 2^X \) an algebra with a premeasure \( \lambda : \mathcal{A} \to [0, \infty] \).

For \( A \subset X \) the Carathéodory–Hahn extension \( \mu : 2^X \to [0, \infty] \) is defined as
\[
\mu(A) := \inf \left\{ \sum_{k=1}^{\infty} \lambda(A_k) : A \subset \bigcup_{k=1}^{\infty} A_k, \ A_k \in \mathcal{A} \right\}
\]

Then

1. \( \mu : 2^X \to [0, \infty] \) is a measure on \( X \),
2. \( \mu(A) = \lambda(A) \) for all \( A \in \mathcal{A} \),
3. Any \( A \in \mathcal{A} \) is \( \mu \)-measurable.

Compare this to the definition of the Lebesgue measure, (1.1).

**Proof of Theorem 1.42.** (1) Clearly \( \mu : 2^X \to [0, \infty] \) is well-defined (observe that \( X \in \mathcal{A} \), so that \( \mu(B) \leq \mu(X) \) for all \( B \subset X \), and \( \mu(\emptyset) = 0 \).

Now let \( B \subset \bigcup_{k=1}^{\infty} B_k \). Take any \( \varepsilon > 0 \). By definition of the infimum, for each \( B_k \) there exist some \( (A_{k;\ell})_{\ell=1}^{\infty} \subset \mathcal{A} \) such that \( B_k \subset \bigcup_{\ell=1}^{\infty} A_{k;\ell} \) and
\[
\sum_{\ell=1}^{\infty} \lambda(A_{k;\ell}) \leq \mu(B_k) + 2^{-k}\varepsilon.
\]
Clearly, \( A \subset \bigcup_{k=1}^\infty A_k \) so we have
\[
\mu(A) \leq \sum_{k=1}^\infty \sum_{\ell=1}^\infty \lambda(A_k; \ell)
\leq \sum_{k=1}^\infty \left( \mu(B_k) + 2^{-k} \varepsilon \right)
\leq \left( \sum_{k=1}^\infty \mu(B_k) \right) + \varepsilon.
\]
This holds for any \( \varepsilon > 0 \), so letting \( \varepsilon \to 0 \) we find
\[
\mu(A) \leq \left( \sum_{k=1}^\infty \mu(B_k) \right) + \varepsilon.
\]
Thus, \( \mu \) is \( \sigma \)-subadditive, and thus \( \mu \) is a measure.

(2) For \( A \in \mathcal{A} \) we clearly have \( \mu(A) \leq \lambda(A) \).

Now we show \( \lambda(A) \leq \mu(A) \). We may assume that \( \mu(A) < \infty \) otherwise there is nothing to show.

Take any \( (A_k)_{k=1}^\infty \subset \mathcal{A} \) such that \( \bigcup_{k=1}^\infty A_k \supset A \). By the usual argument we may assume (without loosing that \( A_k \in \mathcal{A} \)) that \( A_k \cap A_j = \emptyset \) for all \( k \neq j \). Set \( \tilde{A}_k := A_k \cap A \), \( k \in \mathbb{N} \). Then \( (\tilde{A}_k)_{k=1}^\infty \subset \mathcal{A} \) are pairwise disjoint, so since \( \lambda \) is premeasure
\[
\lambda(A) = \sum_{k=1}^\infty \lambda(\tilde{A}_k) \leq \sum_{k=1}^\infty \lambda(A_k).
\]
Here we also used Exercise 1.40 (monotonicity of \( \lambda \)) and \( \tilde{A}_k \subset A_k \).

Taking the infimum over all covers \( (A_k)_{k=1}^\infty \) as above we obtain that
\[
\lambda(A) \leq \mu(A),
\]
as claimed.

(3) Let \( A \in \mathcal{A} \) and \( B \subset X \).

Fix \( \varepsilon > 0 \) arbitrary. By the definition of \( \mu \), there exist \( (B_k)_{k=1}^\infty \subset \mathcal{A} \) such that \( B \subset \bigcup_{k=1}^\infty B_k \) and
\[
\sum_{k=1}^\infty \mu(B_k) \geq \mu(B) \geq \sum_{k=1}^\infty \mu(B_k) - \varepsilon.
\]
Since \( B_k \in \mathcal{A} \) we have \( \mu(B_k) = \lambda(B_k) \). Since \( A, B_k \in \mathcal{A} \) and \( \mathcal{A} \) is an algebra we have \( B \cap A \) and \( B_k \setminus A \in \mathcal{A} \). These are disjoint sets, and since \( \lambda \) is a pre-measure we have
\[
\mu(B_k) = \lambda(B_k) = \lambda(B_k \cap A) + \lambda(B_k \setminus A).
\]
So we have
\[
\mu(B) \geq \sum_{k=1}^\infty \lambda(B_k \cap A) + \sum_{k=1}^\infty \lambda(B_k \setminus A) - \varepsilon.
\]
Now observe that $B \cap A \subset \bigcup_{k \in \mathbb{N}} B_k \cap A$ and $B \setminus A \subset \bigcup_{k=1}^{\infty} B_k \setminus A$ (and both coverings belong to $\mathcal{A}$). By the definition of $\mu$ we thus find

$$\sum_{k=1}^{\infty} \lambda(B_k \cap A) \geq \mu(B \cap A)$$

and

$$\sum_{k=1}^{\infty} \lambda(B_k \setminus A) \geq \mu(B \setminus A)$$

Together we arrive at

$$\mu(B) \geq \mu(B \cap A) + \mu(B \setminus A).$$

That is, $A$ is $\mu$-measurable.

\[ \square \]

**Definition 1.43** (Lebesgue measure). The Lebesgue measure $\mathcal{L}^n$ in $\mathbb{R}^n$ is the Caratheodory-Hahn extension of $\lambda$ in Example 1.41. Compare this with (1.1).

If the pre-measure is *additionally $\sigma$-finite*, then the Carathéodory-Hahn extension $\mu$ is essentially unique (on the sets we care about: the measurable sets).

**Theorem 1.44** (Uniqueness). Let $\lambda : \mathcal{A} \rightarrow [0, \infty]$ as in Theorem 1.42 be additionally $\sigma$-finite and denote by $\mu$ the Carathéodory-Hahn-extension.

Whenever $\tilde{\mu} : 2^X \rightarrow [0, \infty]$ is another measure such that

$$\tilde{\mu}(A) = \lambda(A) \quad \text{for all } A \in \mathcal{A},$$

then indeed

$$\tilde{\mu}(A) = \mu(A) \quad \text{for all } \mu\text{-measurable } A$$

**Proof.**

(1) We have $\tilde{\mu}(A) \leq \mu(A)$ for all $A \subset X$. Indeed, let $A \subset \bigcup_{k \in \mathbb{N}} A_k$ for $A_k \in \mathcal{A}$. Then by $\sigma$-subadditivity of $\mu$,

$$\tilde{\mu}(A) \leq \sum_{k=1}^{\infty} \tilde{\mu}(A_k) = \sum_{k=1}^{\infty} \lambda(A_k).$$

Taking the infimum over all such covers $(A_k)_{k=1}^{\infty} \subset \mathcal{A}$ of $A$ we obtain

$$\tilde{\mu}(A) \leq \mu(A) \quad \forall A \subset X$$

(1.7)

(2) Let $\Sigma$ be the $\sigma$-algebra of $\mu$-measurable sets.

We now show: $\tilde{\mu}(A) = \mu(A)$ for all $A \subset \Sigma$ such that there is $S \in \mathcal{A}$ with $\lambda(S) < \infty$, and $S \supset A$.

So fix such $A$ and $S$.

Then

$$\tilde{\mu}(S \setminus A) \leq \tilde{\mu}(S) \overset{S \in \mathcal{A}}{=} \lambda(S) < \infty.$$
Consequently, since \( A \in \Sigma \) and \( S \in \mathcal{A} \),
\[
\tilde{\mu}(A) + \tilde{\mu}(S \setminus A) \overset{(1.7)}{\leq} \mu(A) + \mu(S \setminus A) A \in \Sigma \quad \tilde{\mu}(S) \leq \tilde{\mu}(A) + \tilde{\mu}(S \setminus A).
\]
So we have equality everywhere, which leads to
\[
\tilde{\mu}(A) + \tilde{\mu}(S \setminus A) = \mu(A) + \mu(S \setminus A)
\]
With (1) we conclude
\[
\tilde{\mu}(A) + \tilde{\mu}(S \setminus A) \geq \mu(A) + \mu(S \setminus A)
\]
and thus \( \tilde{\mu}(A) \geq \mu(A) \) (here we use that \( \tilde{\mu}(S \setminus A) < \infty \)). Again with (1) we have shown that
\[
(1.8) \quad \mu(A) = \tilde{\mu}(A) \quad \forall A \in \Sigma : \text{s.t.} \exists S \in \mathcal{A} : A \subset S, \lambda(S) < \infty.
\]
(3) \( \tilde{\mu}(A) = \mu(A) \) for all \( A \subset \Sigma \)
In comparison to (2) we need to remove the restriction \( A \subset S \) for some \( \lambda(S) < \infty \).
We write \( X = \bigcup_{k=1}^{\infty} S_k \) with \( (S_k)_{k \in \mathbb{N}} \) pairwise disjoint, \( S_k \in \mathcal{A} \), \( \lambda(S_k) < \infty \) for all \( k \in \mathbb{N} \).
Set \( A_k := A \cap S_k \), which are pairwise disjoint sets that all belong to \( \Sigma \). From (1.8) we have for any \( m \in \mathbb{N} \)
\[
\tilde{\mu}(\bigcup_{k=1}^{m} A_k) = \mu(\bigcup_{k=1}^{m} A_k).
\]
Thus, by monotonicity of \( \tilde{\mu} \), and since each \( A_k \in \Sigma \), we have
\[
\tilde{\mu}(A) \geq \limsup_{m \to \infty} \tilde{\mu}(\bigcup_{k=1}^{m} A_k) = \limsup_{m \to \infty} \mu(\bigcup_{k=1}^{m} A_k) A_k \in \Sigma \overset{\sum_{k=1}^{\infty} \mu(A_k).}
\]
From Theorem 1.33 (1) we obtain
\[
\sum_{k=1}^{\infty} \mu(A_k) = \mu(\bigcup_{k=1}^{\infty} A_k).
\]
Thus we have shown for any \( A \in \Sigma \),
\[
\tilde{\mu}(A) \geq \mu(A),
\]
and we have equality in view of (1.7).

\[\square\]

**Remark 1.45.** Observe that in Theorem 1.44 it is **not** said that any \( \mu \)-measurable \( A \) was also \( \tilde{\mu} \)-measurable.

**Example 1.46.** In general \( \mu \) and \( \tilde{\mu} \) in Theorem 1.44 might be different for non-measurable sets.
Let \( X = [0, 1], \mathcal{A} = \{\emptyset, X\} \), and set
\[
\lambda(\emptyset) := 0, \quad \lambda([0, 1]) := 1.
\]
Then $\lambda : A \to \mathbb{R}$ is a pre-measure.

One can check that the Caratheodory-Hahn extension of $\lambda$ is given by

$$
\mu(A) := \begin{cases} 
0 & A = \emptyset \\
1 & A \neq \emptyset.
\end{cases}
$$

If on the other hand we consider $\tilde{\mu}$ the Lebesgue measure on $[0,1]$, i.e. the Caratheodory-Hahn extension of $\tilde{\lambda} : A \to [0, \infty]$ where $\tilde{A}$ are the figures from Example 1.41 and $\tilde{\lambda}$ is the volume as defined. Then $\tilde{\mu}$ coincides with $\mu$ on $A$ but not in $\tilde{A}$, because, e.g.

$$
\frac{1}{2} = \lambda([0, 1/2]) = \tilde{\mu}([0, 1/2]) \neq \mu([0, 1/2]) = 1.
$$

1.4. Classes of Measures.

**Definition 1.47.** Let $X$ be a metric space and $\mu$ be a measure on $X$. $\mu$ is called a **metric measure** if

$$
\mu(E \cup F) = \mu(E) + \mu(F)
$$

whenever $\text{dist}(E, F) > 0$

**Exercise 1.48.** The Hausdorff measure $\mathcal{H}^s$ on a metric space $X$ is metric measures for any $s \geq 0$.

**Exercise 1.49.** The Lebesgue measure on $\mathbb{R}^n$ is a metric measure.

**Definition 1.50.** Let $X$ be a metric space and $\mu$ be a measure on $X$.

- Let $\mathcal{B} \subset 2^X$ be the smallest $\sigma$-algebra that contains all open sets of $\mathbb{R}^n$, that is $^4$

$$
\mathcal{B} := \bigcap \{ \mathcal{A} \subset 2^X : \text{\mathcal{A} is \sigma-algebra, all open sets belong to \mathcal{A}} \}.
$$

(Cf. Exercise 1.31). Any set $A \in \mathcal{B}$ is called a **Borel set** and $\mathcal{B}$ is called the **Borel \sigma-algebra**.
- A measure $\mu$ on $X$ for which (at least) all Borel-sets are $\mu$-measurable is called a **Borel measure**.

**Exercise 1.51.** If $f : X \to Y$ is homeomorphism then $f(A)$ is Borel if and only if $A$ is Borel

**Theorem 1.52.** If $\mu$ is a metric measure on a metric space $X$ then $\mu$ is a Borel measure, i.e. all open sets are $\mu$-measurable. In particular Lebesgue and Hausdorff measure are Borel measures.

---

$^4$It is an easy exercise to show that this indeed defines a $\sigma$-algebra. Observe in particular that $2^X$ is a $\sigma$-algebra which contains all open sets so the right-hand side is not an intersection of empty sets.
Proof. It suffice to show that all open sets in $X$ are $\mu$-measurable, since then the set of measurable sets (which is a $\sigma$-algebra) must contain the Borel sets $\mathcal{B}$.

Let $G \subset X$ be open and $A \subset X$ arbitrary. We need to show

$$\mu(A) \geq \mu(A \cap G) + \mu(A \backslash G).$$

If $\mu(A) = \infty$ this is obvious, so from now on assume $\mu(A) < \infty$.

For $k \in \mathbb{N}$ define

$$G_k := \{ x \in G : \text{dist} (x, X \backslash G) > \frac{1}{k} \}$$

Then $\text{dist} (G_k, X \backslash G) \geq \frac{1}{k} > 0$.

We have by monotonicity,

$$\mu(A \cap G) + \mu(A \backslash G) \leq \mu(A \cap G_k) + \mu(A \backslash G) + \mu(A \cap (G \setminus G_k)).$$

Since $\mu$ is a metric measure and $\text{dist} (A \cap G_k, A \backslash G) > 0$ we conclude

$$\mu(A \cap G) + \mu(A \backslash G) \leq \mu(A) - \mu(A \cap (G \setminus G_k)).$$

So the statement is proven once we show

$$\lim_{k \to \infty} \mu(A \cap (G \setminus G_k)) = 0. \quad (1.9)$$

To see (1.9) let

$$D_k := G_{k+1} \backslash G_k = \{ x \in G : \text{dist} (x, X \backslash G) \in (\frac{1}{k+1}, \frac{1}{k}] \}.$$ 

We then have (here we use that $G$ is open)

$$G \setminus G_k = \bigcup_{i=k}^{\infty} D_i \quad \text{so} \quad \mu(A \cap (G \setminus G_k)) \leq \sum_{i=k}^{\infty} \mu(A \cap D_i). \quad (1.10)$$

and whenever $i + 2 \leq j$ we have

$$\text{dist} (D_i, D_j) \geq \frac{1}{i+1} - \frac{1}{j} > 0.$$

Since $\mu$ is a metric measure we can sum up even and odd $D_i$'s i.e.

$$\sum_{i=1}^{k} \mu(A \cap D_{2i-1}) = \mu(A \cap \bigcup_{i=1}^{k} D_{2i-1}) \leq \mu(A)$$

and

$$\sum_{i=1}^{k} \mu(A \cap D_{2i}) = \mu(A \cap \bigcup_{i=1}^{k} D_{2i}) \leq \mu(A).$$

In particular we have

$$\sum_{i=1}^{\infty} \mu(A \cap D_i) \leq 2\mu(A) < \infty.$$
From (1.10),
\[ \mu(A \cap (G \setminus G_k)) \leq \sum_{i=k}^{\infty} \mu(A \cap D_i) \]
and since the series on the right-hand side converges
\[ \mu(A \cap (G \setminus G_k)) \xrightarrow{k \to \infty} 0. \]
That is (1.9) is established and we can conclude. \(\square\)

**Theorem 1.53.** Let \( X \) be a metric space and \( \mu \) any Borel measure. Suppose that \( X \) is a union of countably many open sets of finite measure. Then for all Borel sets \( E \subset X \)
\[ \mu(E) = \inf_{U \supset E; U \text{ open}} \mu(U) = \sup_{C \subset E; C \text{ closed}} \mu(C). \]

The first part of Theorem 1.53 is a direct consequence of

**Proposition 1.54.** Let \( X \) be a metric space and \( \mu \) any Borel measure. Suppose that \( X \) is a union of countably many open sets of finite measure. If we define \( \tilde{\mu} : 2^X \to [0, \infty] \) as
\[ (1.11) \quad \tilde{\mu}(E) := \inf_{U \supset E; U \text{ open}} \mu(U) \quad E \subset X \]
then \( \tilde{\mu} \) is a metric measure and we have
\[ \tilde{\mu}(E) = \mu(E) \quad \forall \text{Borel sets } E \subset X. \]

The Hausdorff measure \( \mathcal{H}^s \) (which is metric and thus Borel) shows that we cannot skip the assumption that \( X \) finite union of countably many open sets of finite measure.

Indeed if \( s < n \) for any nonempty open set \( \mathcal{H}^s(U) = \infty \), so (1.11) is certainly false.

**Proof of Proposition 1.54.** It is easy to see that \( \tilde{\mu} \) is a measure (exercise).

We will show, it is a metric measure: let \( E, F \subset X \) such that \( \delta := \text{dist}(E, F) > 0 \). Set
\[ V_E := \bigcup_{x \in E} B(x, \frac{1}{3}\delta), \]
and
\[ V_F := \bigcup_{x \in F} B(x, \frac{1}{3}\delta). \]

\( V_E \) and \( V_F \) are then disjoint and open. Fix \( \varepsilon > 0 \), let \( U \supset E \cup F \) be open such that
\[ \mu(U) \leq \tilde{\mu}(E \cup F) + \varepsilon. \]

Since \( V_E \cap U \) and \( V_F \cap U \) are open they are \( \mu \)-measurable and since they are moreover disjoint
\[ \mu((V_E \cap U) \cup (V_F \cap U)) = \mu(V_E \cap U) + \mu(V_F \cap U). \]

Since \( E = E \cap V_E \subset U \cap V_E \) and \( F = F \cap V_F \subset U \cap V_F \) we have
\[ \tilde{\mu}(E) + \tilde{\mu}(F) \leq \mu(V_E \cap U) + \mu(V_F \cap U) = \mu((V_E \cap U) \cup (V_F \cap U)) \leq \mu(U) \leq \tilde{\mu}(E \cup F) + \varepsilon. \]
Taking $\varepsilon \to 0$ we obtain that $\tilde{\mu}(E) + \tilde{\mu}(F) \leq \tilde{\mu}(E \cup F)$ which shows that $\tilde{\mu}$ is metric.
Consequently, in view of Theorem 1.52, $\tilde{\mu}$ is Borel.

It remains to show $\tilde{\mu}(E) = \mu(E)$ for all Borel sets. Clearly,

$$\tilde{\mu}(E) \geq \mu(E) \quad \forall E \subset X.$$ 
and

$$\tilde{\mu}(E) = \mu(E) \quad \forall E \subset X \text{ open.}$$

By assumption we can write $X = \bigcup_{k=1}^{\infty} X_k$ with $X_k$ open and $\mu(X_k) < \infty$. We also may assume that $X_k \subset X_{k+1}$.

Then we have for all set $E \subset X$

$$\mu(X_n \setminus E) \leq \tilde{\mu}(X_n \setminus E)$$
and

$$\mu(X_n \cap E) \leq \tilde{\mu}(X_n \setminus E).$$

Now if $E$ is Borel, we have

$$(1.12) \quad \mu(X_n \setminus E) = \tilde{\mu}(X_n \setminus E) \quad \text{and} \quad \mu(X_n \cap E) = \tilde{\mu}(X_n \setminus E).$$

Indeed, if not, either $\mu(X_n \setminus E) < \tilde{\mu}(X_n \setminus E)$ or $\mu(X_n \cap E) < \tilde{\mu}(X_n \setminus E)$, which leads to

$$\mu(X_n) = \mu(E \cap X_n) + \mu(X_n \setminus E_n) < \tilde{\mu}(E \cap X_n) + \tilde{\mu}(X_n \setminus E_n) = \tilde{\mu}(X_n) = \mu(X_n)$$
the second to last equation is the $\tilde{\mu}$-measurability of $E$ (since it is a Borel set and $\tilde{\mu}$ is a Borel measure), the last equation uses that $X_n$ is open. The above estimate is impossible (since $\mu(X_n), \tilde{\mu}(X_n) < \infty$), so $(1.12)$ is established.

So in particular we have for any Borel set $E$, $\mu(X_n \cap E) = \tilde{\mu}(X_n \cap E)$. In view of Theorem 1.33 (recall: both $\mu$ and $\tilde{\mu}$ are Borel!)

$$\tilde{\mu}(E) = \lim_{n \to \infty} \tilde{\mu}(X_n \cap E) = \lim_{n \to \infty} \mu(X_n \cap E) = \mu(E).$$
That is, we have shown for any Borel set $E$,

$$(1.13) \quad \mu(E) = \tilde{\mu}(E) := \inf_{U \supset E; U \text{ open}} \mu(U).$$

\[ \square \]

**Proof of Theorem 1.53 last part.** Having from Proposition 1.54 (1.13), it remains to prove that for Borel sets $E$

$$\mu(E) = \sup_{C \subset E; C \text{ closed}} \mu(C).$$

We apply (1.13) to $X_n \setminus E$ and find an open set $U_n$ such that

$$X_n \setminus E \subset U_n$$
and

$$\mu(U_n \setminus (X_n \setminus E)) = \mu(U_n) - \mu(X_n \setminus E) < \frac{\varepsilon}{2^n}.$$
The set $U := \bigcup_{n=1}^{\infty} U_n$ is open and $C = X \setminus U \subset E$ is closed. Now it suffices to observe that

$$E \setminus C = E \cap \bigcup_{n=1}^{\infty} U_n \subset \bigcup_{n=1}^{\infty} G_n \setminus (U_n \setminus E)$$

and hence $\mu(E \setminus C) = \mu(E) - \mu(C) < \varepsilon$. Thus, $\mu(C) \leq \mu(E) \leq \mu(C) + \varepsilon$. Taking $\varepsilon \to 0$ the proof is complete.

\[ \square \]

**Corollary 1.55.** Let $X$ be a metric space and $\mu, \nu$ Borel measure. Suppose that $X$ is a union of countably many open sets of finite measure. If $\nu$ and $\mu$ coincide for open sets, namely if

$$\nu(U) = \mu(U) \quad \forall \text{open set } U \subset X,$$

then

$$\nu(E) = \mu(E) \quad \forall \text{Borel sets } E.$$

**Proof.** Twice applying Theorem 1.52, we find that for any Borel set $E$

$$\mu(E) = \inf_{U \supseteq E, U \text{ open}} \mu(U) = \inf_{U \supseteq E, U \text{ open}} \nu(U) = \nu(E).$$

\[ \square \]

On $\mathbb{R}^n$ we can simplify Corollary 1.55

**Theorem 1.56** (Borel measures on $\mathbb{R}^n$ that coincide on rectangles). Let $\mu$ and $\nu$ be two finite Borel measures on $\mathbb{R}^n$ such that

$$\mu(R) = \nu(R)$$

for all closed rectangles $R$ of the form

$$R := \{ x \in \mathbb{R}^n : \ a_i \leq x_i \leq b_i, \ i = 1, \ldots, n \}$$

where $-\infty \leq a_i \leq b_i \leq \infty$, $i = 1, \ldots, n$.

Then

$$\mu(B) = \nu(B)$$

for all Borel sets $B \subset \mathbb{R}^n$

For the proof of Theorem 1.56 we need a essentially combinatorial observation, called the $\pi$-$\lambda$ Theorem. $\pi$ and $\lambda$-systems are families of sets which are invariant under less operations than the $\sigma$-Algebras.

**Definition 1.57.** (1) A nonempty family $\mathcal{P} \subset 2^X$ is called a $\pi$-system if it is closed under (finitely many) intersections, i.e.

$$A, B \in \mathcal{P} \implies A \cap B \in \mathcal{P}.$$

(2) A family of subsets $\mathcal{L} \subset 2^X$ is called a $\lambda$-system if

- $X \in \mathcal{L}$
- $A, B \in \mathcal{L}$ and $B \subset A$ implies $A \setminus B \in \mathcal{L}$
• if $A_k \in \mathcal{L}$ and $A_k \subset A_{k+1}$ for $k = 1, \ldots$, then
$$\bigcup_{k=1}^{\infty} A_k \in \mathcal{L}.$$  

**Exercise 1.58.** Show that if $\mathcal{P}$ is a $\lambda$-system and a $\pi$-system, then it is a $\sigma$-Algebra.

Clearly any $\sigma$-Algebra is also a $\pi$-system and a $\lambda$-system.

**Theorem 1.59** ($\pi$-$\lambda$ Theorem). If $\mathcal{P}$ is a $\pi$-system and $\mathcal{L}$ is a $\lambda$-system with
$$\mathcal{P} \subset \mathcal{L}$$
then$^5$
$$\sigma(\mathcal{P}) \subset \mathcal{L}$$

**Proof.** Define $\mathcal{S}$ to be the intersection of all $\lambda$-systems $\mathcal{L}'$ containing $\mathcal{P}$
$$\mathcal{S} := \bigcap_{\mathcal{L}' \supset \mathcal{P}} \mathcal{L}' ,$$
We first claim that $\mathcal{S}$ is a $\pi$-system.
Indeed let $A, B \in \mathcal{S}$. We must show $A \cap B \in \mathcal{S}$. Define
$$A := \{ C \subset X : A \cap C \in \mathcal{S} \}.$$  
Since $\mathcal{S}$ is a $\lambda$-system, it follows that $A$ is a $\lambda$-system. Therefore $\mathcal{S} \subset A$. But then since $B \in \mathcal{S}$ we see that $A \cap B \in \mathcal{S}$.

Next we claim that $\mathcal{S}$ is a $\sigma$-algebra
Indeed, we only need to show that $\mathcal{S}$ is a $\lambda$-system (cf. Exercise 1.58).
Since $X \in \mathcal{S}$, $\emptyset = X \setminus X \in \mathcal{S}$. Also $A \in \mathcal{S}$ implies $X \setminus A \in \mathcal{S}$. So $\mathcal{S}$ is closed under complements and under finite intersections, and thus under finite unions.
If $A_1, A_2 \in \mathcal{S}$ then $B_n := \bigcup_{k=1}^{n} A_k \in \mathcal{S}$. Since $\mathcal{S}$ is a $\lambda$-system we conclude that $\bigcup_{k=1}^{\infty} A_k = \bigcup_{n=1}^{\infty} B_n \in \mathcal{S}$. Thus $\mathcal{S}$ is a $\sigma$-algebra.
Since $\mathcal{S} \supset \mathcal{P}$ is a $\sigma$-algebra it follows that
$$\sigma(\mathcal{P}) \subset \mathcal{S} \subset \mathcal{L}.$$  

**Proof of Theorem 1.56.** Let
$$\mathcal{P} := \{ A \subset \mathbb{R}^n : \text{ for some } n \in \mathbb{N}, A = \bigcap_{k=1}^{n} R_k \text{ where } (R_k)_{k=1}^{n} \text{ are a rectangles} \},$$

$^5$Recall that $\sigma(\mathcal{P})$ is the $\sigma$-Algebra generated by $\mathcal{P}$
which a $\pi$-system. We also set
\[ L := \{ B \subset \mathbb{R}^n : B \text{ Borel: } \mu(B) = \nu(B) \}. \]

While it is not so clear that $L$ is a $\sigma$-Algebra, one can check it is a $\lambda$-system. Also $P \subset L$ by assumption (observe that each $R_k$ is $\mu$ and $\sigma$-measurable).

By Theorem 1.59 we have $\sigma(P) \subset L$. Since $\sigma(P)$ contains the Borel sets (any open set can be written as countable union of rectangles, see Lemma 1.75 below), any Borel set $B$ satisfies $B \in L$ and thus $\mu(B) = \nu(B)$, and we can conclude. \hfill $\Box$

**Definition 1.60** (Borel Regular measure). A Borel measure $\mu$ is **Borel regular**, if for any $A \subset \mathbb{R}^n$ there exists some Borel set $B \supset A$ such that $\mu(A) = \mu(B)$.

**Corollary 1.61.** Let $X$ be a metric space and $\mu$ any Borel measure. Suppose that $X$ is a union of countably many open sets of finite measure. If we define $\tilde{\mu} : 2^X \to [0, \infty]$ as
\[ \tilde{\mu}(E) := \inf_{U \supset E; U \text{ open}} \mu(U) \quad E \subset X \]
then $\tilde{\mu}$ is a metric, Borel-regular measure that coincides with $\mu$ on Borel sets.

**Proof.** In view of Proposition 1.54 we only need to show that $\tilde{\mu}$ is Borel-regular.

Indeed, let $E \subset X$ with $\mu(E) < \infty$ (otherwise $\mu(E) = \mu(X) = \infty$) be arbitrary. Let $(U_k)_{k=1}^\infty$ be open sets so that $U_k \supset E$ and
\[ \mu(U_k) - \frac{1}{k} \leq \tilde{\mu}(E). \]

Set $U := \cap_{k=1}^\infty U_k$. Then we have $E \subset U$ and thus $\tilde{\mu}(E) \leq \tilde{\mu}(U)$. On the other hand we have
\[ \tilde{\mu}(U) = \tilde{\mu}(\bigcap_{k=1}^\infty U_k) \leq \mu(U_k) \leq \tilde{\mu}(E) + \frac{1}{k}. \]
This holds for any $k \in \mathbb{N}$ so letting $k \to \infty$ we find
\[ \tilde{\mu}(U) \leq \tilde{\mu}(E). \]
So $\tilde{\mu}(U) = \tilde{\mu}(E)$, and since as an intersection of countably many open sets $U$ is a Borel-set, we can conclude. \hfill $\Box$

**Example 1.62.** The Lebesgue measure $\mathcal{L}^n$ (as defined in Definition 1.43) is Borel regular.

**Proof.** In view of Corollary 1.61 it suffices to show that
\[ \mathcal{L}^n(A) = \inf \{ \mathcal{L}^n(G) : G \subset \mathbb{R}^n \text{ open and } G \supset A \}. \]

$\leq$ is obvious by monotonicity. For $\geq$ assume $\mathcal{L}^n(A) < \infty$, let $\varepsilon > 0$ and take blocks $(Q_i)_{i=1}^\infty$ such that
\[ \sum_{i=1}^\infty \text{vol}(Q_i) \leq \mathcal{L}^n(A) + \varepsilon. \]
To each block $Q_i$ we can choose an open block $Q_o \supset Q_i$ such that

$$\text{vol}(Q_o) \leq \text{vol}(Q_i) + 2^{-i} \varepsilon.$$ 

Set $G := \bigcup_{i=1}^{\infty} (Q_i)^o \supset A$. Then

$$\mathcal{L}^n(G) \leq \sum_{i=1}^{\infty} \text{vol}(Q_o) \leq \sum_{i=1}^{\infty} \text{vol}(Q_i) + \sum_{i=1}^{\infty} 2^{-i} \varepsilon \leq \mathcal{L}^n(A) + 2 \varepsilon.$$

That is we have shown

$$\mathcal{L}^n(A) + 2 \varepsilon \geq \inf \{ \mathcal{L}^n(G) : G \subset \mathbb{R}^n \text{ open and } G \supset A \}.$$ 

which holds for any $\varepsilon > 0$, letting $\varepsilon \to 0$ we conclude.

**Example 1.63.** Let $X$ be a metric space. For any $s \geq 0$, $\mathcal{H}^s(X)$ is Borel-regular.

**Proof.** In this case we cannot use Corollary 1.61, since we cannot assume that we can cover $X$ with countably many finite measure sets.

If $s = 0$ the claim is easy. Take any $E \subset X$. If $\mathcal{H}^0(E) = \infty$, then $\mathcal{H}^0(E) = \mathcal{H}^0(X) = \infty$. If $\mathcal{H}^0(E) < \infty$ then $E$ contains finitely many points, thus $E$ is closed and thus a Borel set.

Now let $s > 0$ and $E \subset X$. If $\mathcal{H}^s(E) = \infty$ then again $\mathcal{H}^s(E) = \mathcal{H}^s(X) = \infty$ and we conclude. So assume $\mathcal{H}^s(E) < \infty$. In particular $\mathcal{H}^s_\delta(E) < \infty$ for all $\delta > 0$.

So for each $\ell$ there exists a covering of $E$ by open balls $(B(r_{k;\ell}))_{k=1}^{\infty}$ with radius $r_{k;\ell} \leq \frac{1}{\ell}$ such that

$$\mathcal{H}^s_\frac{1}{\ell} \left( \bigcup_{k=1}^{\infty} B(r_{k;\ell}) \right) \leq \mathcal{H}^s_\frac{1}{2} (E) + \frac{1}{\ell} \leq \mathcal{H}^s(E) + \frac{1}{\ell}.$$ 

In the last step we used again $\mathcal{H}^s(A) = \sup_{\delta > 0} \mathcal{H}^s_\delta(A)$.

Then $G := \bigcap_{\ell=1}^{\infty} \bigcup_{k=1}^{\infty} B(r_{k;\ell})$ is a Borel set, and we have

$$\mathcal{H}^s(G) = \lim_{\ell \to \infty} \mathcal{H}^s_\frac{1}{\ell} (G) \leq \limsup_{\ell \to \infty} \mathcal{H}^s_\frac{1}{\ell} \left( \bigcup_{k=1}^{\infty} B(r_{k;\ell}) \right) \leq \mathcal{H}^s(E) + 0$$

Since on the other hand $G \supset E$ we have

$$\mathcal{H}^s(G) = \mathcal{H}^s(E).$$

We can conclude.

**Definition 1.64.** Let $X$ be a metric space and $\mu : 2^X \to [0, \infty]$ a Borel regular measure. $\mu$ is called a Radon measure if $\mu(K) < \infty$ for all compact sets.

**Example 1.65.**

- $\mathcal{L}^n$ is a Radon measure on $\mathbb{R}^n$
- $\mathcal{H}^s$ is not a Radon measure in $\mathbb{R}^n$ whenever $s < n$. 
Example 1.66. Let $X$ is a locally compact and separable metric space and $\mu$ is a Borel measure such that $\mu(K) < \infty$ for all $K$ compact.

Then $X$ is the union of countably many open sets of finite measure and thus $\mu$ coincides with a Radon measure $\tilde{\mu}$ on all Borel sets; cf. Corollary 1.61.

Exercise 1.67. Let $X$ be a metric space and $\mu$ any Radon measure. Suppose that $X$ is a union of countably many open sets of finite $\mu$-measure. Let $A \subset X$ be $\mu$-measurable. Show that $\mu\ll A$ is a Radon measure.

Theorem 1.68. Let $X$ be a metric space and $\mu$ any Borel-regular measure. Suppose that $X$ is a union of countably many open sets of finite $\mu$-measure.

(1) If $\mu$ is Borel-regular, then for any $A \subset X$ we have

$$\mu(A) = \inf_{A \subset G, G \text{ open}} \mu(G)$$

(2) If $X = \mathbb{R}^n$ and $\mu$ is a Radon measure, for any $\mu$-measurable $A \subset X$ we have

$$\mu(A) = \sup_{F \subset A, F \text{ compact}} \mu(F).$$

Proof. (1) Let $A \subset X$. By monotonicity we always have

$$\mu(A) \leq \inf_{A \subset G, G \text{ open}} \mu(G).$$

For the other inequality, since $\mu$ is by assumption Borel-regular we find a Borel set $E \supset A$ such that $\mu(A) = \mu(E)$. By Theorem 1.53 we have

$$\mu(A) = \mu(E) = \inf_{E \subset G, G \text{ open}} \mu(G) \geq \inf_{A \subset G, G \text{ open}} \mu(G)$$

(2) Follows from part (1), see Exercise 1.69.

Exercise 1.69. Show Theorem 1.68 (2).

Use the argument as in the proof of Theorem 1.53 last part and Theorem 1.68(1). Observe we need measurability of $A$ because we need to use that $\mu(U \setminus (X_n \setminus A)) = \mu(U) - \mu(X_n \setminus A)$, which is the measurability of $X_n \setminus A$.

Theorem 1.70. Let $X$ be a metric space $\mu$ a Radon measure on $X$, and assume that $X$ is a union of countably many open sets of finite $\mu$-measure. Then the following are equivalent for $A \subset X$.

(1) $A$ is $\mu$-measurable

(2) For every $\varepsilon > 0$ there is an open set $G \subset X$ such that $A \subset G$ and $\mu(G \setminus A) < \varepsilon$

---

6Separable means, a countable set is dense. Locally compact means that every point has a neighborhood whose closure is compact. $\mathbb{R}^n$ is locally compact and separable, but also $\mathbb{R}^n$ 0 is locally compact and seperable
(3) There is a $G_δ$-set, namely a set $H = \bigcap_{i=1}^{\infty} G_i$ for some open sets $G_i \subset \mathbb{R}^n$, such that $A \subset H$ and $\mu(H \setminus A) = 0$

(4) For every $\varepsilon > 0$ there is a closed set $F$ such that $F \subset A$ and $\mu(A \setminus F) < \varepsilon$

(5) There is a $F_α$-set, namely a set $M = \bigcup_{i=1}^{\infty} F_i$ for some closed set $F_i \subset \mathbb{R}^n$, such that $M \subset A$ and $\mu(A \setminus M) = 0$

(6) For every $\varepsilon > 0$ there is an open set $G$ and a closed set $F$ such that $F \subset A \subset G$ and $\mu(G \setminus F) < \varepsilon$.

(7) $A = B \cup N$ where $B$ is a Borel set and $N$ is a $\mu$-zero-set.

**Proof.** By assumption we have $X = \bigcup_{k=1}^{\infty} X_k$ with $X_k$ open and $\mu(X_k) < \infty$.

(1) $\Rightarrow$ (2): Let $\varepsilon > 0$. Set $A_k := A \cap X_k$ then $\mu(A_k) < \infty$ and by Theorem 1.68 there exists for each $k$ an open set $G_k \supset A_k$ such that

$$\mu(G_k) \leq \mu(A_k) + \frac{\varepsilon}{2^k}.$$ 

Since $A_k$ is measurable and $G_k \supset A_k$ we have

$$\mu(G_k \setminus A_k) = \mu(G_k) - \mu(A_k) \leq \frac{\varepsilon}{2^k}.$$ 

Hence $A \subset G := \bigcup_{k=1}^{\infty} G_k$ and we have

$$\mu(G \setminus A) \leq \sum_{k=1}^{\infty} \mu(G_k \setminus A) \leq \sum_{k=1}^{\infty} \mu(G_k \setminus A_k) \leq \sum_{k=1}^{\infty} \frac{\varepsilon}{2^k} = \varepsilon.$$ 

Letting $\varepsilon \to 0$ we conclude. (2) $\Rightarrow$ (3). We set $H := \bigcap_{i=1}^{\infty} U_i$ where $U_i$ are open sets such that $A \subset U_i$ and $\mu(U_i \setminus A) < \frac{1}{i}$. Then $A \subset H$ and

$$\mu(H \setminus A) \leq \mu(U_i \setminus A) \leq \frac{1}{i} \xrightarrow{i \to \infty} 0.$$ 

(3) $\Rightarrow$ (1) Let $A \subset H$ for some $G_δ$-set $H$ with $\mu(H \setminus A) = 0$. Then for any $B \subset X$ we have by monotonicity

$$\mu(B \cap A) \leq \mu(B \cap H)$$

and since $B \cap H \subset (B \cap A) \cup (H \setminus A)$,

$$\mu(B \cap H) \leq \mu(B \cap A) + \mu(H \setminus A) = \mu(B \cap A).$$

thus

$$\mu(B \cap H) = \mu(B \cap A).$$

Similarly,

$$\mu(B \setminus H) \leq \mu(B \setminus A)$$

and since $B \setminus A \subset (B \setminus H) \cup (H \setminus A)$,

$$\mu(B \setminus A) \leq \mu(B \setminus H) + \mu(H \setminus A) = \mu(B \setminus H).$$

thus

$$\mu(B \setminus H) = \mu(B \setminus A).$$