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Chem. 1410: Solutions for Hand-In Problems. 
 

1)(2 points) Consider 
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Now consider: 
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Subtraction (i)-(ii), we obtain:  ˆˆ ˆ ˆ[ ] ( ) ( )xp px F x i F x− = � , QED. 
 
 
2) a)(2 points) The Gaussian ( )f x  is an even function (symmetric about 
x=0); sin(jx) is an odd function (antisymmetric about x=0).  The product 
of an even and an odd function is an odd function.  That is, f(x)sin(jx) 
is an odd function. [Plot it if you have doubts!]  The integral of an 
odd function over any interval positioned symmetrically about x=0 is 0.  

That is the case with the integral which defines jb .  Hence 0jb = . 

 
b)(2 points)If σ π<< , then the Gaussian function f(x) has decayed for 
all practical purposes to 0 by the time x π= ± .  Thus, the integrand f(x) 

is identically 0 from [ , ]π ∞  and from [ , ]π−∞ − , and hence extending 
π

π−∫ to 

∞

−∞∫ does not change the result.  [Note: these arguments are also valid 

when f(x) is replaced with f(x)cos(jx), since cos( ) 1jx ≤ .]  

 
 
c)(2 points)i) Using the integral identity with parameter 0γ = , we see 
that  
 

( ) 1dxf x
∞

−∞
=∫ , and hence 0

1

2
a

π
= . 

 
ii) Using the integral identity with parameter jγ = , we see that 
 

2 2( )cos( ) exp( / 2)dxf x jx j σ
∞

−∞
= −∫ , and hence 2 21

exp( / 2)jc j σ
π

= − . 

 

d)(2 points) Results for 2( )f x , 6( )f x  (showing the periodicity of the 

Fourier expansion on an interval of 2π ) are compared to ( )f x  (on the 

interval [ , ]π π− ) in Fig. A1 for the case that 0.5σ = . Note that 2( )f x  

(i.e., N=2 in the Fourier expansion) is not fully converged w.r.t. ( )f x , 

but 6 ( )f x  is.  (Plots of ( )Nf x , N>6 [not shown] are indistinguishable from 

the N=6 case.) 
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e)(2 points) Results for 2( )f x , 6( )f x  (showing the periodicity of the 

Fourier expansion on an interval of 2π ) are compared to ( )f x  (on the 

interval [ , ]π π− ) for the case that 0.25σ =  Note that neither 2( )f x  

nor 6 ( )f x  is fully converged, but by N=10-15 the Fourier series does 

converge (cf. Fig. A3).  This behavior is expected: as the Gaussian ( )f x  
becomes more narrowly localized in space, it takes a wider range of 
wavevectors in the sine/cosine expansion to build up the Gaussian near 

x=0, and to sum to zero (by destructive interference) for x σ� . 

 
[Note: This is an allegory for the Heisenberg Uncertainty Principle, 
since the eigenfunction of the momentum operator p̂  corresponding to 
momentum value p is the plane wave exp( / )ipx � , i.e., a cos/sin wave 

corresponding to wavevector /p � .]   
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Fig. A1: Plots of 2 6( ), ( ), ( )f x f x f x  for 

0.5σ =  
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Fig. A2. Plots of 2 6( ), ( ), ( )f x f x f x  for 

0.25σ =  
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Fig. A3. Plots of 13( ), ( )f x f x  for 0.25σ = . 

 








