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ABSTRACT

Thisthesis provides atutorial to explain the theory used in the application for the
modeling and simulation of networks. Each chapter presents the theory of several objects
which may be used in the application, states a network problem which isto be analyzed,
provides step-by-step instructions to build a model to analyze the network problem, and

presents the results of the network simulation.
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. INTRODUCTION

A. THE NEED FOR NETWORK SIMULATION

Network simulation can be avaluable tool asit provides a manner of modeling a
network to determine its performance characteristics. Often, due to the critical nature of a
network, the ability to disconnect the network for testing and evaluation or upgradesis
not an option or must be scheduled during periods of minimal usage. Network simulation
provides a means of testing proposed changes prior to placing them into effect,
performing what-if analysis concerning the reliability of key componentsin a network
and the effects of losing a component, planning for future growth, and initial design of a
proposed network. The costs associated with the building and operating of a network
make simulation a viable option in making choices in the building, modification, and

performance analysis of a network.

B. THESIS SCOPE

There are many commercial off-the-shelf network simulation applications
available on the market today. The focus of thisthesisis on one of these applications.
COMNET Il1 release 1.1n is anetwork simulation tool develop by CACI Products Inc.
which may be used in the simulation of both voice and data networks. The scope of this
thesis will be the development of atutorial which deals only in the area of using this
application in the modeling of data networks. Specific areas which will be looked at are
the modeling of local area networks and packet-switched wide area networks, and the
methods of generating traffic in this application.

The objective of the tutorial isto use a building block method where each chapter
of the tutorial focuses on a particular aspect or modeling construct which the application
provides. Each chapter in the tutorial will use the following format:

1. The objective of the chapter will be stated.

2. COMNET Il constructs and theory which will be used in the chapter will be

presented.



3. A network problem description will then be stated.

4. Analysis which was performed in determining characteristics of network
equipment or traffic sources will be covered.

5. Step-by-step instructions for building a model to analyze the problem

statement will be given.

C. COMNET Il OVERVIEW

COMNET Il isacommercial off-the-shelf application whose function isto allow
users to estimate the performance characteristics of computer based networks. A network
description is created graphically using awindow interface, and no actual programming is
required of the user. The application was formulated primarily for the modeling of both
Wide Area Networks (WANSs) and Loca Area Networks (LANS). The recommended
usage of the application include:

* Peak loading studies

* Network sizing at the design stage

* Resilience and contingency planning

* Introduction of new users/applications

» Evaluating performance improvement options

» Evaluating grade of service contracts.

The COMNET Il1 application was written in the programming language
MODSIM Il using an object-oriented design. As such, objects are created within the
application which represent various pieces of hardware that may be found in a network. In
writing the program using an object-oriented framework, creating representations of all
types of equipment which could be present in a network would be very difficult. The
program instead was written with several objects or basic building blocks whose
characteristics may be edited to match those of equipment found in area world network.
These building blocks which include computer and communication nodes, router nodes,
ATM nodes, and links may all be edited to define the characteristics of the piece of

hardware which is desired to be modeled.



The basic stepsto build amodel using the application are to first define a network
topology using the various nodes and links available in the application. The traffic
loading and computer workload are then established by creating application sources,
traffic sources, or by the direct input of traffic gathered from an actual network using a
protocol analyzer. The model is then verified for its correctness and a simulation may be
run. At the completion of asimulation, reports are generated which describe the

performance of the modeled network.



II. COMNET IIl BASICS

A. INTRODUCTION

The purpose of this chapter is to provide an introduction to the COMNET 111
graphical user interface and the methods for creating, editing, and manipulating objects
using thisinterface. Also, aspects concerning the running of a simulation and the reports

and statistics which may be obtained from running a network simulation will be covered.

B. COMNET Il GRAPHICAL USER INTERFACE

COMNET I11 uses a standard Windows™ interface for the creation of networks
models. Figure 2.1 displays the view which appears when initially starting the
application. The standard menu format of most windowed applications across the top of
the window activates pull down menus. The toolbar to the left hand side of the screen

allows for asimple method of creating objectsin amodel. The areato the right of the

File Edit ¥iew Layout Create Define Simulate Beport Archive Help

Di=(a| sl #le|e] ] =] 88| 2

e

B

E
N
=
E2

[« |

R o o | (I ] | (] ||
R e 1 o e o ||

N ——
Figure2.1 View of COMNET IIl Graphical User Interface




toolbar is the work area where models are built. The small strip below the toolbar and the
workspace is used to display messages to the user concerning actions performed while

using the application.

C. COMNET Il MENUS

The menu bar across the top of the window activates drop down lists which
present the options available for a menu option. The following subsections present brief
descriptions of each menu followed by alist of commands available in the menu option

which may be used for the manipulation of objects within amodel.

1. FileMenu

This menu is used primarily for the manipulation of files which may be created
and imported within the application. The menu options are as follows
[Ref. 2 p. 210, 211]:

* New: Clearsthe current model and creates a new clean workspace for the
creation of anew model. If amodel isin the workspace, the application
prompts the user to cancel this operation beforeit is carried out.

*  Open: Used to open an existing model. All COMNET Il model file have a
filename followed by a.c3 extension.

» Save: Used to save the current model.

* Save As. Savesthe current model to the path and directory specified by the
user.

* Import: Allows importing external datainto COMNET III.

» External Mode (*.c3e). A model file created outside of the COMNET
I11 design process. The external model file must conform to the
specifications defined in the COMNET |1l API External Model File
Format document. This document can be obtained from CACI

Products Company by request.



* NMStopology (*.top). Currently, the application allows importing
network topology files from HP OpenView, Cabletron Spectrum,
Digital Equipment Corporation, and IBM Netview 6000.

» External Traffic. Currently the application allows importing of trace
files gathered from various network analyzers. The supported
analyzersinclude Network General Corporations Sniffer, HP’s
Netmetrix, and Wandel & Goltermann’s Domino.

e Bitmaps. This feature allows you to add a bitmap image to be mapped
onto an object to the existing image library.

* Export: Used primarily to export simulation statistics from the COMNET Il
format to a tab-delimited format which can be recognized by most spreadsheet
applications. When the simulation statistics option from the export option is
selected a tab-delimited file callsgitfile.xpt is created.

* Print: Prints a picture of the current model layout.

» Exit: Exits the application.

2. Edit Menu
The options available from this menu are used for the manipulation of objects
created in a model and are as follows [Ref. 2 p. 211, 212]:

» Cut: Deletes the selected object and places it on the clipboard.

» Copy: Places a copy of the selected object on the clipboard so that it can be
used later in ®aste operation.

» Paste: Places a copy of an object which has been placed on the clipboard in
the location specified by the user.

» Copy Paste: The same function asGopy followed by aPaste operation.

» Clear: Deletes the selected object.

» Clone: Provides a method of creating duplicate copies of an object. When
selected a window will appear as shown in Figure 2.2. Enter the number of

clones desired and the X and Y offset and pres®khkutton. Duplicates of



the original will then be made positioned according to the X and Y offset from

the original.
Copies |E
X offset 3500
¥ offset IU
| Ok I | Cancel I
Figure 2.2 Clone Window

» Select All: Selects every object in the workspace.

» Scale: Used to scalethe size of al icons selected when this option is chosen.
The user may specify the scaling factor based on the needs of the model.

* Move: Allows several objects which have been selected to be moved to a new
position in the work area while maintaining there relative position to each
other.

» Detail: Used to bring up the dialog window which allows editing of an object.
Double clicking on the object will bring up the same window.

» Parent: Used to define the routing method of the highest level in anetwork.

* Enter: Used to display the screen of a sub-network for building the sub-
network. Double clicking on the sub-network icon will accomplish the same
function.

* Leave Returnsto athe main model layout from a subnetwork or aWAN

cloud object.

3. View Menu

The view menu is primarily used to edit the look and size of the work area. The
options which are available include [Ref. 2 p. 212]:

e ZoomIn: Allowsthe user to zoom in on a given selected portion of the

model. After selecting this option, single click to the upper left of the areato



zoom in on. Then, drag the mouse to define the area. A rectangular box will
appear on the screen showing the area which will be zoomed into. When the
areais defined, single click again and the screen will zoom into the selected
area.

Zoom Out: Expandsthe view to take in the entire work area.

Zoom Reset: Sets the zoom to the size of the original work area.

Set Work Area Size: The default work area size is a square consisting of the
size of the screen of the computer which the application is run on. Selecting
this option brings up awindow as shown in Figure 2.3 which allows scaling
the work area to meet the needs of the model being built. A scale factor of two
will double the size of the X and Y axis. The adjust content box, if selected,
will stretch the objects to fit the size of the new work space if selected.

Size [zcreens) ImE E

[¥ Adjust contents

Figure 2.3 Work Area Scaling Window

Set Color: Selection of this option brings up awindow such asin Figure 2.4
which allows setting the color of the background and foreground in the
workspace. Foreground sets the color of the text in the work area. Background
sets the color of the background in the work area. Different color schemes may
be used within the same model between the backbone network view and

subnetwork views.



= Caolor

Foreground Background

R T |+ | R [100 B
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B |0 B [100

Ok ! Apply I Cancel I

Figure 2.4 Work Area Color Window

» Toggle Names: Turns the names of all icons within the model on or off in the

work area.

4. CreateMenu

The primary objective of this menu is the creation of objects to build amodel. The
drop down menu contains a list of all objects. When an object is selected, the outline of
the object appears by the mouse cursor. By moving the cursor to the desired position on
the workspace and single clicking, the icon of that object appears. All objects which may
be created using this menu may also be more easily created using the toolbar which is
discussed in Section D of this chapter.

5. DefineMenu

Thismenu is used to define global parameters or characteristics of any object
which may be created within the application. The selection of any of the options within
this menu brings up a window which allows editing of the parameters for a given type of
object. These parameters will then be available to any object for selection when later

editing the object.

6. Simulation Menu
The simulation menu provides options which allow setting the parameters which
govern the running of a simulation. Aspects of ssmulation and the options available in this

menu are covered in detail in Section | of this chapter.



7. Report Menu
This menu allows the selection of those objects within amodel for which statistic
are desired to be gathered when running a simulation. The method of selecting the reports

chosen and the options available are covered in Section G of this chapter.

8. Archive Menu

COMNET Il maintains alist of al objects and parameter sets with there default
values. When an object isinitially created, these default values are used as the parameters
which describe any object, and only the parameters which are maintained in the archive
list may be selected. Objects or parameters entered into a model are not automatically
archived for use in subsequent models. The archive menu allows the user to manipulate
these default values or to enter user-defined parameters for commonly-used objects.
Objects and parameters which are explicitly entered via the archive menu will be

available to any other model which the user may build.

9. Help Menu

The COMNET Il help menu is limited in scope. It contains useful information
about each of the menu options, which is useful as an online reference, and information
concerning the manipulation and creation of objects. Detailed information on the objects

and their parametersis not included within the Help menu.

D. COMNET Il TOOLBAR

The toolbar, located to the left hand side of the program window, facilitates the
creation of the network model topology, traffic sources, and application sources. It offers
the same function as the Create menu but is often easier to use as it provides a simple one
button point and click creation. Figure 2.5 displays the toolbar along with the name of

each button on the toolbar.
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Select object(9 ——— ‘ h {:l Zoom into work area
Diagond ac \ Q'IIa Horizonta/verticd arc
Processing node B EE Computer group
Router gﬁ’ x ——— Switch
A coess point L .!. Subnet
Cloud — @ ﬁ Transit network
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Background shape ——— ﬂ } Remote link
Background map ISI IT Background text

Figure 2.5 COMNET Il Toolbar

The toolbar has two modes of operation, standard and extended. Standard modeis
the default mode where asingle click on a button activates that button. The object may
then be placed in the work area by either depressing the mouse button and dragging the

object to its desired position or moving the mouse to the desired position and single

11



clicking again. Extended mode is activated by double clicking on a button. The button
will then appear to be further depressed to indicate that extended modeisin use. Multiple
objects can now be created by positioning the mouse where the object is desired to be
placed and single clicking. To place the toolbar back into standard mode when finished

creating the multiple objects, simply depress the Selection Tool button on the toolbar.

E. TERMINOLOGY

COMNET I11 usesthe following list of terminology as defined in reference to the
parameter fields available to define objects within amodel [Ref. 2 p. 21]:

» Byte: 8 bits

* Kilobyte (kB): 1024 bytes

+ Kilobit (kb): 1000 bits

» Kilobits per second (kbps): 1000 bits per second

» Megabyte (MB): 1024 Kilobytes = 1,048,576 Bytes

» Megabits per second: 1,000,000 bits per second

F. STATISTICAL DISTRIBUTIONSAND TABLES

The major concept which must be understood to model a network within the
COMNET Il1 application is that the majority of all the characteristics of any of the nodes,
traffic sources, or applications may be described either by a constant or a statistical
distribution. The method by which COMNET 111 picks values from a distribution when
running asimulation is based on the generation of random numbers. The application
generates random numbers based on a multiplicative congruential pseudo random number
generator. A starting seed is used to generate a random number ranging from 0 to 1 and
the next seed. The new seed produced is used to generate the next random number and
the next seed. To provide multiple independent random number generators, each
distribution has the ability to set a stream number. Up to 99 different streams may be used
within amodel. Each stream has its own starting seed which causes it to produce different
random numbers from any other stream. Weighting functions are then used, which

manipul ate the random numbers pulled from the uniform (0,1) distribution, to generate

12



the desired distribution. The following list displaysthe distributions which are built into
the application and the parameters which are used to set the desired shape of the
distribution.

* Beta Shape 1, Shape 2, Min, Max, Stream

» Erlang: Mean, Shape, Stream

* Exponential: Mean, Stream

e Gamma: Mean, Shape, Stream

» Geometric: Min, Mean, Stream

» Hyperexponential: Mean 1, Mean 2, Prob Mean 1, Stream

* Integer: Min, Max, Stream

* Lognormal: Mean, Standard Deviation, Stream

* Normal: Mean, Standard Deviation, Stream

» Poisson: Mean, Stream

e Triangular: Min, Max, Mode, Stream

* Uniform: Min, Max, Stream

*  Waeibull: Shape, Scale, Stream

Often times when building a model, the same distribution may be needed to set
parameters on different nodes or traffic sources. The application gives the user the option
to create user-defined distributions from any of the distributions in the previous list. This
is accomplished by selecting the User Distribution option from the Define menu. A
window will then appear as shown in Figure 2.6. Select the Add button and a window will
appear such as shown in Figure 2.7. A unique name for the distribution must then be
entered, and a distribution selected and edited to the desired parameters. After a user-
defined distribution is created, it will appear in the list of distributions which may be
selected to set the parameters of any object created within the model.

13
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Figure 2.6 User Distribution Window

= MNamed Distribution

Hame i|

Sample |1I]— E E

Figure 2.7 User Defined Distribution Window

Some data cannot be described in a useful manner using a statistical distribution,
but can be described using a probability table. COMNET I11 allows creation of these
tables through the selection of the Table option from the Define menu which will open a
window as shown in Figure 2.8. The table must be given a unigue name, and the type set
to either discrete or continuous. Selecting the discrete option implies values entered are
taken as observation points whose likelihood'’s of being chosen are based on the
probabilities assigned. Thentinuous option implies the values entered describe the
envelope of a curve. Values which will be used when running a simulation are then
interpolated from those entered in the table. For both cases, the probability values entered
must be in the form of a cumulative distribution function. The last entry in any table must
have a probability of 1 assigned. To enter values in a table, first select the cell for the
entry to be made by single clicking on it. Then, in the field above the table enter the value

which is to be assigned to that cell. Unfortunately the application does not allow entering

14



the probability and its associated value at the same time. Each cell in atable must be
edited individually.

= Table Properties
Hame 1]
Type |dizcrete Iil Cancel
Prob  |0.00000
Cum Prob | Yalue
0.500000 - 10.000000 Inzert Row
1.000000 - 20.000000 Delete Row

Eraze Row

___________________________________

Figure 2.8 User defined Tables Window

G. REPORTS

The main goal of creating any model is the results which are obtained from
running a simulation of that model. Reports are produced automatically at the end of
running asimulation or if the simulation is halted prior to completion of the simulation
run time. Each replication in a simulation will append the results to the bottom of the
chosen report. The default report that will be generated isan ASCII file labeled Stat1.r pt.
Statistics are only gathered for those reports which are selected prior to running the
simulation. The number of reports and the objects which are included in these reports will
affect the simulation run time. A greater number of reports requires more processing
which will increase the actual length of time necessary to run a simulation. Reports are
viewed at the end of asimulation by selecting the Browse Reports option from the Report
menu. A window will appear which allows selecting which report to view by entering the

replication number.
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Reports are selected from the Define menu which displays alist of all the types of
objects which may appear in amodel. By selecting one of these objects a flyaway menu
appears which displays the report options available for that object. By selecting a report
option awindow appears, such asin Figure 2.9, which displays all of the objects within a
model for which the report may collect data on. The objects are selected by single
clicking on those desired. Those objects selected will be apparent as they become
highlighted in blue. If al objects are desired, the All box may be checked. The Show
Group Node Detail box may be checked if it is desired to see areport on each individual
node in a computer group. If the box is not selected the computer group is treated as a
whole. After all of the objects desired are selected click the On box to set the report and
press the OK button.

[=~ Disk Access Error Counts Reports
Application Server
STL PC L
STL PC4 [ Al
STL PC3
STL PCK [~ Show Group Hode Detail
STL PC2
S5TL PCE
STLPC ¥ Ok
STL Laser Printer 1
File Server Cancel |
Figure 2.9 Report Window

The following lists the types of reports available within the application which may
be used to gather information concerning packet networks by object type:

* Node Reports: Processor and Disk Utilization, Input Buffer Use by Port, Input
Buffer Totals, Output Buffer Use by Port, Output Buffer Totals, Received
Message Counts, Disk Access Error Counts, and Session Level

* Link Reports: Channel Utilization, Collision Statistics, and Session Level

*  WAN Cloud Reports: Frame delay by Virtual Circuit, Frame Counts by
Virtual Circuit, and Access Link Statistics

16



* Application Source Reports: Application Run Length

* Message and Response Source Reports. Message Delay and Packet Delay

» Session Source Reports: Message delay, Packet Delay, Setup delay, Session
Length, and Setup Counts

» Transport and Command Reports. Message Delay and Packet Delay

»  Setup Command Reports: Message Delay, Packet Delay, Setup Delay,
Session Length, and Setup Commands

H. PLOTSAND PERCENTILES

In addition to the reports available within COMNET I11, the application also
allows gathering of further data on any type of link defined in amodel, all types of traffic
sources, and WAN cloud virtual circuits and access links. Aswith any report, the option
to collect statistics from any of these objects must be selected prior to running a
simulation. Setting the collection of statistics is accomplished by pressing the Statistics
button at the bottom center of the window shown in Figure 2.10 for a point-to-point link.

After pressing the Statistics button, awindow will appear, such as Figure 2.11, which

= Link Detail

Hame | lcon Icilcuit.icn :I
Type Point-To-Point I_ij

Parameters DEFAULT B

Control node I

Time to failure [min] none -
Time to repair [min] none E -
Time of next state change [zec) 0.000000

Current state Up Lﬂ

Figure 2.10 Point-to-Point Detail Window Showing Statistics Button

displays the statistics which may be gathered for the object. The options for gathering
statistics are selected with a single click on the option which will highlight that option. By

17



then depressing the Edit button, a window will appear such as shown in Figure 2.12.
Selecting the Collect stats and Save observations boxes and then pressing the OK button

will set this option for gathering data during a simulation.

[= Statistics Requests

‘Busy Channels from st Node [OFF]
Busy Channels from 2nd Node [OFF)
Transmission Delay from 1st Node [OFF) Edit__.

Transmission Delay from 2nd Node [OFF] 1

Wisa,

Done

Figure 2.11 Statistics Options Window

I= Busy Channels from 1st Node
[ Lollect stats [ Save observations

Figure 2.12 Editing Statistics Options Window

After the completion of asimulation, the statistics gathered and plots of the data
gathered may be viewed. Thisis accomplished by using the Statistics button again to
bring up the same window asin Figure 2.11. By depressing the View button the statistics
gathered will be shown. In certain cases, the option will then be presented to plot the data
saved. By selecting this option awindow will appear which contains no plots, but has the
menu options of File and Plot at the top. By selecting the Plot menu a drop down menu
will appear giving the option of plotting smooth data, histograms, or percentiles. After
selecting the desired option the window which appears allows setting the parameters for
the type of plot selected.

. RUNNING A SSMULATION

COMNET Il1 uses a discrete event simulation methodol ogy when running the

simulation of a network model. This means the application looks for the first event which
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isto occur in the simulation based on the traffic which is described in the model and
executes this event. After completion of this event the simulation then skips to the next
event which isto occur. This process repeats until the length of time the simulation is set
to run is completed.

The first step in running any simulation isto first verify the network model which
has been built. Thisis accomplished by selecting the Verify option from the Smulate
menu. When this option is selected the application performs alogical check of the model
which has been built. If no errors are detected, the message No verification errors
detected will appear in the message window at the bottom of the screen. If errors are
detected, awindow will appear displaying all errorsin the model which must be corrected
before a simulation may be run.

The next step in running asimulation is selecting the parameters which will
govern how the simulation is to be run. These parameters are set by using theRun
Parameters option from the Simulate menu which will bring up awindow as shown in
Figure 2.13. The main parameters which are entered via this window are the replication
length, the warmup length, and the number of replications. Replication length is the
length of time in seconds that a simulation will run. Warmup length is used to specify the
time in the simulation when the application will begin to collect data. Thisfeatureis
important as the statistics gathered are based on the entire simulation time after the
warmup length. At the initiation of asimulation, traffic levels are often low and are
building up to the steady state level. If awarmup length is not used, the results of reports
and statistics collected may be erroneously low. The number of replications fields sets the
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Replication length [seconds] G0_00

Warmup length [seconds] 0.00

Mumber of replications 1

Confidence interval alpha 0100000

[ Warmup every replication [ Export stats after run

[ Beset syztem every replication [ Include percentiles in export

Figure 2.13 Simulation Run Parameters Window

number of replications for asimulation. This can be used to get multiple shorter runs for
the collection of data. The Warmup every replication option tells the program to wait the
warmup length for each replication before collecting data. If awarmup length has been
specified, but thisbox is not set, only the first replication will use the warmup length. The
Reset system every replication box, if set, will clear all traffic from the previous
replication prior to starting the next. If it isnot set, all traffic from the previous replication
is saved and the next replication begins where the previous left off. The Export Stats after
run, if set, will output the statistics to an ascii file. The Include percentilesin export, if
set, will include the percentile figures for the simulation in the statistics export.

The application also gives the option to view the movement of packets on screen
during asimulation. This option is set via the Animate option on the Smulate menu
which brings up awindow as shown in Figure 2.14. The Animate box, if checked, will
allow the packets to be viewed as they traverse the network.. This option is useful when
initially running a simulation as a visual check to seeif the network is performing as
expected. However, the Animate option greatly increases the actual ssmulation run length
and is not recommended for use when simulation runs are set for gathering data. The Next
on/off time field allows toggling the animation to either on or off at the ssimulation time
set in thisfield. The Step size field sets the speed at which packets will traverse the
network topology. The slowest setting is 10, and the fastest is 1000. Any integer value
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between these numbers may be entered. The animate option may be toggled on or off at

any point when running a simulation.

I= Animation Parameters
; [* Clock

Mext on/off time [sec) ll].l]l]

Step zize [10 = zlow; 1000 = fast] 500

Figure 2.14 Simulation Animation Parameters Window

After the model has been verified, run parameters set, and animate options set, the
simulation may be run by selecting the Sart Smulation option on the Smulate menu.
The program will then perform another verification of the model and prompt the user to
save the model if athe model has not been immediately saved prior to starting the
simulation. The simulation will run for the length of time specified. Upon completion of
the simulation, the application will generate any reports which were specified. A
simulation may be stopped at any time when running by selecting theHalt Smulation
option. When selected, the smulation will stop and areport will be generated for all data
gathered up to the point of stopping.

The program aso includes two options which may be used to troubleshoot the
running of asimulation. The first is the trace option which isinvoked by selecting the
Trace option from the Smulate menu. This brings up awindow as shown in Figure 2.15.
The trace option allows the user to record messages either to afile or to the screen. Either
option will cause the step-by-step logic followed by the application when running a
simulation to be recorded which is useful in troubleshooting traffic and application
sources. If the trace is set to appear on the screen, the user is given two separate options.
Thefirst option isfor display of the message to the screen to appear in asingle step
fashion where the next step will not occur until prompted by the user. The second option
isto set an amount of time the message will appear on the screen before the application

goes on to the next step. If the trace to file option is set, atext fileis created that records
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each action performed in the simulation. Thisfile may be viewed after completion of the

simulation.

[ ix
Mext onfoff time [zec] il].l]l]l]
Pause for trace msg [sec] |1

[ Single step

[C Trace to file

File name Illace.trc

Figure 2.15 Simulation Trace Parameters Window
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I11. MESSAGE TRAFFIC GENERATION

A. INTRODUCTION

The goal of this chapter is to describe the methods available in the COMNET |11
application to build simple traffic sources and the characteristics which are used to
describe these sources. The other major goals are to introduce the steps required to build a
simple model of alocal area network and to familiarize the user with running a

simulation.

B. MESSAGE GENERATING SOURCES

COMNET Il offers severa methods for modeling message traffic in a simulation.
One method is through the building of application sources using global and local
commands which will be covered in detail in Chapter V. The other method is through the
use of traffic sources. Traffic sources are smplifications of application commands built
directly into COMNET I11 for ease of generating message traffic. The common thread in
defining all traffic sourcesis having the ability to describe the characteristics of the traffic
being generated by using statistical distributions. The three types of traffic generating

sources within COMNET 111 are message sources, response sources, and Session sources.

1. Message Source

The message source isa message generator which is capable of sending messages
to one or more destinations. It is useful at modeling many forms of data transport
including file transfers and e-mail. A message source may be created using either the
toolbar or by using the Create menu. Editing of a message source by double clicking on
theicon will cause the message source window shown in Figure 3.1 to appear. The use of

the fields to describe the characteristics of the message source are discussed in Section C.
2. Response Source

The response source isa message generator used to send message replies upon

receipt of a message. This source is useful in modeling database queries, e-mail replies,
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Figure 3.1 Message Source Window

and any type of message traffic which would be triggered by the receipt of a message. The
message which is generated by a response source is always sent to the node which
generated the message which triggered the response source. Response sources may be
created by either using the toolbar, or the Create menu. Editing of aresponse source by
double clicking on the icon will cause the message source window shown in Figure 3.2 to
appear. The use of the fields to describe the characteristics of the message source are
discussed in Section C.

3. Session Source

The session source is message generator which first sets up a session with another
node, and then sends the message traffic. It is useful at modeling message sources which
have a bursty message arrival process as severa messages may be transmitted within one
session. The session source is aso used to model connection-oriented traffic. Session
sources may be created by either using the toolbar, or theCreate menu. Editing of a
session source by double clicking on the icon will cause the message source window

shown in Figure 3.3 to appear. The use of the fields other than those which apply
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Figure 3.3 Session Source Window
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specifically to the session source are discussed in Section C. The session source has four
fields which may be used to describe the characteristics of the source which other traffic
sources do not have. Explanations of these unique fields are as follows:

* Messages/session: Specifies the number of messages which will be
transmitted during one session. This field may be set to a constant or described
by astatistical distribution.

* Message |AT: Specifiesthe interarrival time between messages within one
session. Thisfield may be set to a constant or described by a statistical
distribution.

»  Setup packet: Specifies the number of bytesin the setup packet.

» Confirm packet: Specifies the number of bytesin the session confirmation

packet.

C. MESSAGE CHARACTERISTICS

The characteristics or parameters of all message sources within COMNET I11 are
basically the same. There is some variation based upon the type of message source being
used. The common features of all sources include specification of a unique name to the
source; scheduling method, message priority, routing class, selection of atransport
protocol, setting of a packetizing delay, selection of message size and text, and the choice
of the traffic destination.

1. Message Name

The message name is a unique identifier given to the source for identification
purposes. Thisis also the name which will appear in the workspace when building a
model.

2. Message Scheduling
The two methods available for the scheduling of message or session sources of
traffic are by iteration time or by received message. Response sources may only be

scheduled by the receipt of areceived message. Scheduling message traffic by iteration
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time means an interarrival time is used to determine the time of the start of the creation of
one message to the start of the creation of the next message. The interarrival time may be
set to afixed value, a user-defined distribution, or any of the distributions supported in
COMNET Ill. The option is also given, when iteration timeis specified, to set the
simulation time when the first and last messages are sent. The first and last arrival may be
specified in the same manner that the interarrival time may be specified. Received
message scheduling implies that the traffic source will only become active if triggered by
the receipt of a message of the required text. When received message scheduling is
specified, areceived message list must be created by the user to trigger the traffic source.
Thisis done by pressing the Edit Received Message button on any of the traffic sources.
A list of all messages defined in the model will appear. By selecting the messages which
are desired to trigger the source, alist is generated. Received message scheduling also
allows the option of specifying a delay time which occurs before the response is sent.
This delay may be modeled by setting a specified time or any statistical distribution
supported by the application.

3. Message Priority

The priority field is used to specify the order of packets in the input and output
buffers of the various nodes. The priority field may be set to an integer value between 1
and 99 where larger values have priority over smaller values. Packets with a higher
priority are placed at the head of the buffer’'s queue. Packets of the same priority are
placed in the queue based on a first-in-first-out (FIFO) algorithm. The priority field does
not imply priority between several traffic generating sources on the same node [Ref. 2 p.
112]. The scheduling of different sources on the same node which are in contention is

done similar to a round-robin fashion.

4. Message Routing Class
The routing class is a label which can be applied to any traffic source. A routing
class called standard is included as a part of any model made and is the default setting

unless changed. The routing is an additional description of the message which adds
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parameters which affect the routing of a message when either IGRP, minimum penalty, or
a user-defined routing tables are specified for amodel. The use of routing classes will be
discussed more in Chapter VIII's discussion of routing message across a wide area

network.

5. Message Transport Protocol

The transport protocol defines the characteristics of data transfer from the origin
of the message to its destination across the network. Different protocols may be applied to
different traffic sources within a model. Currently, COMNET Il has protocol parameters
for ATP, TCP/IP - Microsoft, TCP/IP - Sun, UDP/IP - Sun, NCP/IPX, and NCP/IPX
Burst Mode built into the library for use in a model. The program also allows the user to
define a protocol for use in a model . This may be performed by either selecting
Transport Protocols in theDefine menu or by clicking the “..” button next to the transport
protocol field in any traffic source. When either of these options is performed a window

such as the one shown in Figure 3.4 will appear.

= Protocol Parameters

Mame TEP!IP ~Microsoft ¥1.0

| B aszic Protocol. .. Window packets |3

| OpenfClose Sequence. .. [" Betranzmit blocked packets
[ Pad to fill packet

~Traffic Management Models

Parameters Lib.
Flow ctl Sliding window E =
Policing Hone E
Rate ctl MHone E

Figure 3.4 Transport Protocol Parameters
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When defining a protocol, a unique name must be set and a routed protocol
identification selected from the choices given. COMNET I11 does not allow the user to
define the routed protocol identification. These are built into the program, and the user
may choose from Appletalk, IP, OSI, Source Routing, IPX, bridge, and DECnet
protocols. The packet data bytes field allows setting the maximum packet size. This
number is made up of both the payload capacity of the packet and the overhead. The
packet overhead bytes field sets the number of overhead bytesin the creation of a packet.
If amethod of flow control is used, the window size field must have an integer number
placed in this field and a retransmit time must be specified. Also, if flow control is used,
the number of bytes of the acknowledgment packet must be set. If no flow control is
needed in the protocol, the flow control field should be set to none. COMNET |11 has
flow control agorithms for fixed window, sliding window, and SNA pacing available

within the application.

a. Fixed Window Flow Control

The originating node creates and transmits packets until the number of
packets equals the window size. The destination only acknowledges thelast packet to
reach the destination. When the acknowledgment for the last packet is received at the
origin, another set of packets (#packets = window size) may be created and transmitted.

b. Sliding Window Flow Control

The originating node creates and transmits packets until the number of
packets equals the window size. The destination acknowledges every packet. When the
acknowledgments for all packets are received at the origin another set of packets

(#packets = window size) may be created and transmitted.

c. SNA Pacing Flow Control
In this mode of flow control, a pacing counter isinitialized to the window
size specified. This counter decrements each time a packet is created, and packet creation

stops when the counter reaches zero. The destination only acknowledges the first packet
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of the window of packets which is sent. When the acknowledgment is received by the
originating node, the counter isincremented and another window of packets may be
created and transmitted.

6. Packetizing Delay

Packetizing delay is the amount of processing time in milliseconds to make a
packet at the originating node. The COMNET I11 Users Manual specifies that this delay
could be used to model transaction processing times at a node vice building detailed

applications, or to model the transport layer overhead processing [Ref. 2 p. 110].

7. Message Size

Message size may be selected to be in units of either bytes or packets. This option
is set by setting the message size unitsfield in any of the traffic sources to the desired
option. The message size calculation has two options available for determining the size of
the message to be calculated. Any of the statistical distributions supported in COMNET
I11 may be used to model the size of the message generated. In addition, if received
message scheduling is used, the size of the message may be based on the size of the
message which triggered the traffic source. Only alinear model is available if the option

is selected, and the size cal cul ation takes the form:

Message Size = Multiplier * Received Message Size + Offset

Thus, if the multiplier is set to 1 and the offset to 100, a message of 100 bytes
greater in length than the message received will be generated.

8. Message Text

When amessage is created, an arbitrary text label associated with the message is
also created. Thistext label can then be used to trigger an application or traffic source at
the receiving node. Different applications or traffic sources may use the same message
text. This can often be avery useful feature in ssmplifying the creation of amodel as

various nodes having different parameters for their traffic’s size and interarrival time may
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be desired to trigger a response source on another node. The message text for these
applications or traffic sources may al be set the same in order to simplify remembering
which messages are used to trigger which applications.

There are three methods for which the text of the message may be set. TheUse
original message option can be used for applications or traffic sources which were
scheduled using the received message option. In this case the text of the message which
triggered the source is set as the text of the message to be generated. The Copy message
name option is the default setting which uses the name of the source generating the traffic
asthetext. Thefinal option, Set message text, allows the user to explicitly set the
message text by typing in the desired text or choosing the text of any traffic source that

has been created in a model.

9. Message Destination

The final attribute of al message sourcesis the destination field. The option of
setting a destination is available to all traffic sources except the response source where,
by default, the destination will be to the node that triggered the source generating the
packet. The four options available for defining message destinations are to a random

neighbor, random list, weighted list or amulticast list.

a. Random Neighbor

When the random neighbor option is chosen, COMNET 1 builds alist of
al other nodes which are one hop away from the node generating the packet. These nodes
are each given an equal probability of receiving the packet and picked randomly as the
destination when a packet is created.

b. Random List

A random list allows the user to select arandom group of nodes which
will each be assigned an equal probability of being randomly selected as the destination.
Thelist of possible nodes is defined by the user by selecting the Edit Destination List
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button. Thiswill bring up alist of all nodesin the model from which the nodes desired
may be selected.

c. Weighted List

The weighted list is very similar to the random list with exception that the
probability of agiven node being chosen as the destination may be weighted as needed to
model where the traffic will go. Building the list for the destination is done in the same
manner asin building the random list. Thereis, however, an additional field for setting
the probability for a message being selected to go to a given node. This probability may
be set by either double clicking on a given destination in the list or by selecting a
destination with a single click and then depressing the edit button. In both cases a window
will appear which allows setting the probability. The most important part of building this
list and setting the probability valuesis that the sum of the probabilities of al nodesin the
list must be exactly equal to one. If thisis not true, an error message will appear when the

model is verified prior to running a simulation.

d. Multicast List

The multicast list is used to send a message to more than one destination at
asingletime. Thelist creation is done in the same manner as that of arandom list. A
restriction placed on this option isthat it is only available for use with a message source.
The COMNET Il UsersManual states that no flow control is used when generating
packets to amulticast list irrespective of the transport protocol chosen to deliver the
message [Ref. 2 p. 65]. In working with the program, however, this was not found to be
true. To usethistype of list the transport protocol which is selected must not use any flow
control or attempt of packet retransmission. The only protocol which is directly built into
the application which has this feature is UDF/IP.

D. MODELING OF MESSAGE TRAFFIC
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All traffic sources within COMNET 11 follow asimilar logic in the creation of
message traffic when running asimulation. The following list describes the key steps

which occur in the simulation:

1. A message of the required size, priority, routing class, transport protocol, and
packetizing delay is created.

2. The messagetext is set.

3. Thedestination of the message is set. In the case of the response source, the
message destination is restricted to only being to the node which triggered the
response source.

4. If required acknowledgments (ACK) packets from the flow control windowing
have been received, a packet is created. If ACK packets have not been
received, the packet creation will not occur until receipt of the outstanding
ACK packets. The first packet of any message will never have to wait for an
ACK packet.

5. A routing decision is then made to determine the buffer to which the packet
has to be sent. The node which is generating the packets is then made busy by
the packet switching delay defined for the node. If the routing algorithm
cannot find aroute, then the packet is blocked. The packet may then be
optionally retried depending on the characteristics of the transport protocol.

6. If no spaceisavailablein the output buffer, the packet is dropped. If the
transport protocol specifiesretries, the retry time elapses and the packet
creation is attempted again.

7. The packet is then transported across each link to arrive at its destination node.
Again, if ablock occurs at any point the packet is dropped and retry occurs
depending on the transport protocol used.

8. When the packet reaches its destination, if flow control isin operation, and if

receipt of the packet requires an acknowledgment, then an ACK packet will be
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created at the destination and routed back to the origin using the same routing

class, transport protocol, and routing algorithm as the received packet.

This previous list of steps isvalid for all traffic sources, but the following logic is

applied prior to the creation of the message packets when setting up a session:

1. Thesessioniscreated at the node where the session source is located, and the
destination for the session is made.

2. A session setup packet is created. Unlike message packets, the setup packet
does not incur a packetizing delay. It does, however, incur a packet processing
delay which is defined on the node creating the packet.

3. A routing decision is then made and the packet switched to the appropriate
output buffer.

4. Session packets may be blocked in several manners including insufficient
space in the output buffer or reaching the session limit for anode or alink.

5. When the setup packet reaches the destination node, the destination creates a
confirmation packet following the reverse route of the setup packet.

6. On receipt of the confirmation packet at the originating node, message packets
may then begin to be created.

When running a simulation, there may be more than one application or traffic
source scheduled or in progress of generating packets at the same time on a node. Each
node maintains alist of applications and message sources currently scheduled. The logic
in deciding who gets to send the next packet is that the application or traffic source at the
top of thelist is selected and a packet is created. After execution, the application or traffic
source is then placed at the bottom of the list and the next application runs. This
multitasking of applications or traffic sourcesis similar to around robin tasking with the
exception that a message which iswaiting for flow control authorization will not block

another application.

34



E. PROBLEM STATEMENT

A portion of a mythical company’s LAN consists of two networks. Each network
services one department. One network is set up in accordance with the IEEE 802.3
CSMA/CD 10BaseT Ethernet network. The other network is set up in accordance with
the IEEE 802.5 16Mbps Token Ring standard. The two networks are connected together
via a Proteon DNX300, V12.0 router. The ethernet LAN supports 10 computers, one of
which is designated as the e-mail server for both departments. The token ring LAN also
supports 10 computers where one is designated as the file server for both departments.

The company is currently considering the addition of personnel to both
departments. However, a concern is that the current network configuration will not be
able to support additional personnel as the company currently has no method of
measuring network utilization or delay. The company wishes to estimate these current
baseline levels prior to hiring any new personnel. Also, complaints have recently been
made by the employees in both departments concerning network delays when trying to
receive a file from the file server.

An estimate of the common traffic which flows across the two LANs indicates
that the majority of traffic is from e-mail, file transfers from various applications, and a
LAN voice mail system which allows supervisors to send voice mail message to
personnel in there own department over the LAN. Interviews with the employees in each
department, and estimates of the common size of messages sent over the LAN were used
to statistically describe the message characteristics.

E-mail is used by all personnel in both departments. The interview of all
personnel indicated the sending of an email message occurs at an average interarrival rate
which can be described by an exponential distribution which has a mean of 900 seconds.
The size of email messages can be described by a uniform distribution where the size is
evenly dispersed over the range of 500 to 2000 bytes. All email messages are sent to the
email server located on the ethernet LAN where they are saved in each employee’s
account. In order to read the email the employee must send a request to the e-mail server
for downloading the messages to their computer. The interarrival time for the checking of

email can be described by a Poisson distribution with a mean of 900 seconds. Each
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request has a message size set at 60 bytes. Upon receipt of arequest to download e-mail,

the e-mail server reads the employee’s file and transmits the messages to the employee’s
computer. The amount of time necessary to read the file and to process the messages on
the server can be described by a uniform distribution which ranges from 3 to 5 seconds.
The size of the e-mail messages transmitted by the server may be described by a Normal
distribution which has a mean of 40000 bytes and a standard deviation of 10000 bytes.

There are eight employees in each department who each have their own computer
and also generate traffic due to requests for files to the file server. The file requests can be
described by an exponential distribution with a mean of 900 seconds. The size of the file
requests vary in accordance with a uniform distribution which ranges from 10 to 20 bytes
in length. All file requests are sent exclusively to the file server located on the token ring
network. Upon receipt of a file request, the file server reads the file and transmits it to the
computer which made the request. There is little delay in this process. The size of the
files to be transferred may be described by a Normal distribution which has a mean of
100000 bytes and a standard deviation of 25000 bytes.

The LAN voice mail application is used solely by the supervisors of each
department. The supervisors generally send voice mail only to personnel within their own
department. This application first sets up a session with the computer belonging to the
person the message is to be sent to. Upon receipt of the acknowledgment that a session
has been set up, the voice mail message is sent. The size of these messages can be
characterized by a Normal distribution with a mean of 50000 bytes and a standard
deviation of 1200 bytes. The interarrival time of these message can also be described by a
normal distribution with a mean of 1000 seconds and a standard deviation of 10 seconds.
As a final note, all of the message sources which are to be defined use TCP/IP as the
transport protocol and have been estimated at having a packetizing delay of 0.01

milliseconds.
F. BUILDING THE NETWORK MODEL

The steps to build the model are presented in a method such that the pieces of the

model are constructed object-by-object. In general, models are normally constructed by
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first constructing the network topology. Thisimplies constructing al computers, routers,
switches, and links through which messages are created and transported. The second step
consistsof defining the traffic sources which will generate the load on the network. Upon
completion of building the network model, the network topology should appear similar to
the topology shown in Figure 3.5.
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Figure 3.5 Network Model Topology

1. Creating the Network Topology
The following defines the steps necessary to create the nodes and links which will
be used in the model:
a) Createacollision link and atoken passing link in the work area.
b) Edit thefields of the collision link detail window to those values shown in the
following list. Figure 3.6 depicts the link detail window upon completion of this step.

« Name: ETHERNET
* Type: CSMA/CD
e Parameters. 802.3 CSMA/CD 10BASET
c) Edit thefieldsof the token passing link detail window to those values shown in the
following list.

* Name: TOKEN RING
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» Type: Token passing
» Parameters. 802.5 16 Mbps
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Figure 3.6 Ethernet Link Detail Window

d) Create arouter node and place it between the two links in the work area. Connect the
router node to both links using either connection tool on the toolbar. Edit the fields of
the node detail window for this node to those of the following list and shown in
Figure 3.7.

¢ Name: ROUTER
* Type: Router
e Parameters. Proteon DNX 300, V12.0
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Figure 3.7 Router Node Detail Window
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e) Create four computer and communication (C& C) nodes. Edit the fields of the node
detail window for each node to the values shown in Table 3.1. Attach each node to the

link specified in Table 3.1.

Name Type Parameters Link
ETHERPC 1 C&C Node Default ETHERNET
E-MAIL SERVER | C&C Node Default ETHERNET
TRPC1 C&C Node Default TOKEN RING
FILE SERVER C&C Node Default TOKEN RING

Table 3.1 Computer and Communication Node Detail Values

f) Choose the Node ParameterssComputer Group option from the Define menu. In the
first computer group parameters window which appears press the Add button. In the
second computer group parameters window which appears, edit only the following
fields:

* Name: PC
e Number ingroup: 8

g) Createtwo computer group nodes in the work area. Edit the fields of the node detail
window for each node to the values shown in Table 3.2. Attach each node to the link
specified in Table 3.2.

Name Type Parameters Link
ETHERPC?2-9 | Computer Group PC ETHERNET
TRPC2-9 Computer Group PC TOKEN RING

Table 3.2 Computer Group Node Detail Vaues

2. Creating the E-mail M essage Sour ce
The e-mail message source is used to model the transport of e-mail message from
nodes in the network to the e-mail server.
a) Create a message source and attach it to the ETHER PC 1 node.
b) Edit the message source such that the fields of the message source window are set to
the values of the following list. Figure 3.8 depicts the message source window upon

completion of this step.
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* Name: E-MAIL

» Schedule by: Iteration time

* Interarrival: Set to an exponential distribution with a mean of 900 seconds.
The stream value may be set to any integer value from 0 to 99.

e Priority: 1

* Routing class: Standard

» Trangport protocol: TCP/IP - Microsoft

» Packetize: 0.01 milliseconds

* Message size calculation: Probability distribution

» Probability distribution: Set to a uniform distribution with a minimum of 500
bytes and a maximum of 2000 bytes. The stream value may be set to any
integer value from 0O to 99.

* Message text option: Copy message hame

» Destination type: Set to weighted list. Create alist containing only the E-
MAIL SERVER node.

= Message Source
Mame Im lcon Iicn.msg IEI

| Edit Beceived Messages. . I

E

Schedule by Ilteratiun time

Amival times [seconds]: —

) Priority 1
Interarrival Exp(300.0) E Routing class Standard IEI
Firgt arrival none
) ol E Tranz protocol TCPAP - Micr :I
ast amval none
Packetize [mz] om E
Rec msg delay none E Met I I 1
et svc leve
Mszg size calc Probability distribution IEI Mzg size units Bytes
Prob distrib Uni[500.0.2000.0) E| - I
A 1.000 Triggers...
B 0.000
Msg text option Copy message name |i| Dest type IWEithEd list |£I
Mzg text E | Edit Destination List._ I

| Statistics. . I Cancel

Figure 3.8 E-MAIL Message Source

c) Create three clones of the E-MAIL message source. It isimportant to clone the

message source vice copy and pasting. Copying a message source will cause the
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destination information to be lost in the copies made whereas cloning will keep the

destination information.
d) Attach one copy of the E-MAIL message sourcetothe ETHER PC 2-9, TR PC 1,
and TR PC 2 - 9 nodes.

3. Creating the E-mail Checking M essage Sour ce

The e-mail check message source is used to model periodic checks by users on the

network to the e-mail server to download their mail.

a) Create amessage source and attach it to the ETHER PC 1 node.

b) Edit the message source such that the fields of the message source window are set to

the values of the following list. Figure 3.9 depicts the message source window upon

completion of this step.

Name: E-MAIL CHECK

Schedule by: Iteration time

Interarrival: Set to a Poisson distribution with a mean of 900 seconds. The
stream value may be set to any integer value from 0 to 99.

Priority: 1

Routing class. Standard

Transport protocol: TCP/IP - Microsoft

Packetize: 0.01 milliseconds

Message size calculation: Probability distribution

Probability distribution: Set to a constant value of 60 bytes.

Message text option: Copy message name

Destination type: Set to weighted list. Create alist containing only the E-
MAIL SERVER node.
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= Message Source

Name |EINEIENS lcon |icn.msg 2]

| Edit Received Messages... I

E

Schedule by I Iteration time

Amival times [seconds]: —

. . Priority 1
Interarrival Foi(300.0] IEI .
Houting class Standard IEI
First arrival none E =
Tranz protocol TCF/IP - Micr :I
Last arrival none IEI ——
Packetize [mz] o.m E
Rec msg delay none - I
J Met sve level 1
Mzqg zize calc Probability distribution IEI Mzg size units Bytes
Prob distrib 60.0 [
A 1.000 Triggers....
B 0.000
M=zg text option Copy meszage name IEI Dest type IWEighted list IEI
Mz text ] [ Edit Destination List.. |

| Statistics_ . I Cancel

Figure 3.9 E-MAIL CHECK Message Source
c) Create three clones of the E-MAIL CHECK message source.
d) Attach one copy of the E-MAIL message sourcetothe ETHER PC 2- 9, TR PC 1,
and TR PC 2 - 9 nodes.

4. Creating the E-mail Response Source
The e-mail response source is used to model the downloading and transport of e-
mail traffic from the e-mail server.
a) Create aresponse source and attach it to the E-MAIL SERVER node.
b) Edit the fields of the response source window to the values shown in the following list
and depicted in Figure 3.10.
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I= Response Source

Mzqg size calc
Prob distrib
A
B

Mzg text option

HName E-MAIL RESF lcon |icn_respnnse |_tj
| Edit Received Messages. . I Priority 1
Hec mezsage Routing class Standard 24|
delay [sec] IUni[3_I],5_I]] IEE Trans protocal TCPAP - Micrg 3
Packetize [ms) 0.m IE &

Probability distribution Bj M=zq size unitz |Bytes :I

Nor(40000.0,10000.0) [ ]

Copy meszage name L%J

Mzg text

Figure 3.10 E-MAIL RESP Response Source

* Name: E-MAIL RESP

» Edit Recelved Message button: Press and create alist such that receipt of one
message with the text E-MAIL CHECK will trigger the source.

* Received message delay: Set to auniform distribution with a minimum of 3
seconds and a maximum of 5 seconds. The stream value may be set to any
integer from O to 99.

e Priority: 1

* Routing class: Standard

» Transport protocol: TCP/IP - Microsoft

» Packetize: 0.01 milliseconds

* Message size calculation: Probability distribution

* Probability distribution: Set to anormal distribution with a mean of 40000
bytes and a standard deviation of 10000 bytes. The stream value may be set to
any integer from 0O to 99.

* Message text option: Use original message

5. Creating the File Request M essage Sour ce

The file request message source is used to model requests to the file server to

download files.

a) Create a message source and attach it to the ETHER PC 2 - 9 node.



b) Edit the message source such that the fields of the message source window are set to

the values of the following list. Figure 3.11 depicts the message source window upon

completion of this step.
Mame FILE REQ lcon Iicn_msg Iil
Schedule by Ilteratiun time IEI | Edit Received Messages_ . I

Amival timez [zeconds): Priori 1—
rionky
Interarrival Exp[900.0] )
. X Routing class Standard IEI
Firzt arrival none IEI -
Trans protocol TCPAIP - Micr :I
Last arrival none I
R del E Packetize [mz] 0.01 E
ec mzg delay none - —
) MHet svc level 1
Mzqg zize calc Probability distribution Iil M=zqg zize unitz Bytes :I
Prob distrib Uni(10.0,20.0) (2] ]
B 0.000
Mzg text option Copy meszage name IEI Dest type IFIandum list IEI
+
Meg text [ Edit Destination List_. |

| Statistics. . I Cancel

Figure 3.11 FILE REQ Message Source

* Name: FILE REQ

e Schedule by: Iteration time

* Interarrival: Set to an exponential distribution with a mean of 900 seconds.
The stream value may be set to any integer value from O to 99.

e Priority: 1

* Routing class: Standard

» Transport protocol: TCP/IP - Microsoft

* Packetize: 0.01 milliseconds

* Message size calculation: Probability distribution

» Probability distribution: Set to a uniform distribution with a minimum of 10
bytes and a maximum of 20 bytes. The stream value may be set to any integer
value from O to 99.

» Message text option: Copy message name



* Destination type: Set to random list. Create alist containing only the FILE
SERVER node.

c) Create one clone of the FILE REQ message source and attach the clone to the
TR PC 2- 9 node.

6. Creating the File Server Response Source
The response source which will be connected to the file server is used to model
the transmission of files across the network upon receipt of afile request.
a) Create aresponse source and attach it to the FILE SERVER node.
b) Edit thefields of the response source window to the values shown in the following list
and depicted in Figure 3.12.

* Name: FILE RESP

» Edit Recelved Message button: Press and create alist such that receipt of one
message with the text FILE REQ will trigger the source.

e Priority: 1

* Routing class: Standard

» Trangport protocol: TCP/IP - Microsoft

» Packetize: 0.01 milliseconds

* Message size calculation: Probability distribution

* Probability distribution: Set to anormal distribution with a mean of 100000
bytes and a standard deviation of 25000 bytes. The stream value may be set to
any integer from 0 to 99.

* Message text option: Use original message
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= Response Source

Name FILE RESF

| Edit Received Meszages. ..

Rec mezzage

delay [zec]

Mzg zize calc

I none

EI

Probability digtribution

B

lcon I iCn_response

Priority
Routing class
Tranz protocol
Packetize [mz]
Met svc level

Mzg zize units

El

1

Standard

o.m

1

Bytes

-

TCPAP - Micr :I -

Prob diztrib Mor(100000.0,.25000.0]
B 0.000

B
B

Statizhics. ..

M=zg text option Usze original meszage

[¥ Usze "ECHO" in reports

| ]

Figure 3.12 FILE RESP Response Source

Mzqg text

7. Creatingthe LAN VOICE Session Source
The LAN VOICE session source is used to model the transmission of voice mail
across the network.
a) Create asession source and attach it to the ETHER PC 1 node.
b) Edit thefieldsin the session source window to those of the following list and which
are depicted in Figure 3.13:

Name: LAN VOICE

Schedule by: Iteration time

Interarrival: Set to anormal distribution with a mean of 1000 seconds and a
standard deviation of 10 seconds. The stream value may be set to any integer
value from O to 99.

Priority: 1

Routing class. Standard

Transport protocol: TCP/IP - Microsoft

Packetize: 0.01 milliseconds

Messages/session: 1

Message |AT: none

Setup packet: 40 bytes

Confirm packet: 40 bytes
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* Messagesize: Set to anormal distribution with a mean of 50000 bytes and a
standard deviation of 1200 bytes. The stream value may be set to any integer
value from 0 to 99.

* Message text option: Copy message name

* Destination type: Set to random list and create alist containing only the
ETHER PC 2 - 9 node.

= Session Source

Name |IXKTINS lcon [icn.session | %]

| Edit Received Meszages._ || Triggers. . I

[1+]

Schedule by I Iteration time

Amival imes [seconds]: —

) Priority 1
Interarrival Nor(1000.0,10.0] |EI Routi | Standard |l|
outing class andar *
Firzt armval none
L val E Trans protocol TCPAP - I'-'Ii[:r
ast arriva fone Packetize [mz] 0.m
Rec mzq delay none E - | : —1
et zvc leve
Mzg:z / sezzion 1.0 E Setup packet [bytes] 40
Mzg IAT [zec) none E Confirm packet [bytes] 40
Meszage size Mor(50000.01200. |E“ . I Msq size units Bytes
M =g text option Copy mezzage name E Dest type Random list Iil
Mzqg text
B | Edit Destination List_. |

Figure 3.13 LAN VOICE Session Source

c) Create acopy of the LAN VOICE session source and attach it to the TR PC 1 node.
Edit the destination list of this copy so that traffic from this source only goesto the
TR PC 2 - 9 node.

d) Themodel is now complete. Use the Verify Model option from the Smulate menu to
check the model. Fix any errors which may have occurred while building the model

and save the moddl.
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G. SSIMULATION AND RESULTS

The simulation used to analyze the problem was set to run for 3600 secondsto
simulate the traffic which would occur in one hour. A warmup length of 120 seconds was
used to allow message traffic to build up prior to beginning to collect statistics. For this
simulation only one replication was be run. Prior to running the simulation the reports
which will collect statistics need to be set. The following reports were used for this
simulation:

* Link Reports: Channel Utilization and Collision Statistics for all links.

* Node Reports: Received Message Count for all nodes.

* Message and Response Reports. Message Delay for all nodes.

» Session Source Reports: Message Delay for all nodes.

After running the simulation, the results may be viewed by selecting theBrowse
Reports option on the Report menu. The following shows a portion of the report which is
generated by COMNET I11 after the completion of a simulation.

LI NK DELAYS AND UTI LI ZATI ON
REPLI CATI ON 1 FROM 120.0 TO 3720. 0 SECONDS

FRAMES TRANSM SSI ON DELAY ( MB) %
LI NK DELI VERED RESENT AVERAGE STD DEV MAXIMUM  UTI L
ETHERNET 9483 0 0. 763 0. 883 31. 002 0.11
TOKEN RI NG 7386 0 0.381 0. 363 0.763 0.08
ORIG N/ MSG SRC NAME: MESSAGES MESSAGE DELAY (M LLI SECONDS)
DESTI NATI ON LI ST ASSEMBLED AVERAGE STD DEV MAXI MUM

E-MAIL SERVER / src E-MAIL RESP:
ECHO

42.503 11. 426 67.976

FILE SERVER / src FILE RESP:

ECHO 31 80186. 450 82589. 636 434398. 450
LI NK NAMVE ETHERNET
ACCESS PROTOCOL Csmy CD
COLLI SI ON EPI SODES 4830
COLLI DED FRAMES 9665
NBR OF TRI ES TO RESOLVE

AVERAGE 1.63

STANDARD DEVI ATI ON 0.96

MAXI MUM 9
NBR OF DEFERRALS 3161

DEFERRAL DELAY (MB)
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AVERAGE 0.62

STANDARD DEVI ATI ON 0.52
MAXI MUM 1.22

DEFERRAL QUEUE S| ZE ( FRAMES)
AVERAGE 0. 00
STANDARD DEVI ATI ON 0. 02
MAXI MUM 2

MULTI PLE COLLI SI ON EPI SODES
NBR EPI SODES 5
AVG PER EPI SODE 3.00
MAX PER EPI SODE 3

The results show that neither network is utilized to a great extent and collisions on
the ethernet network are not severe. The interesting note is that the simulation does show
that long delays do occur when requesting files from the file server, but that the delay is
not consistent as the standard deviation is greater than the average delay. One possibility
to remedy this situation would be to add another file server to the ethernet network which
would serve only users on that network.

The final question to be asked is “How accurate is this simulation ?” The answer
is probably not as good as needed to make any major changes to the network, but it
provides a decent first look at estimating the performance of the network. The model
which was developed in this chapter was not based on any actual network, but was for
demonstration purposes only to give a first look at building a model within COMNET Il

with the emphasis on familiarization with the tools available to simulate network traffic.
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IV.THE COMPUTER AND COMMUNICATION NODE

A. INTRODUCTION

The goal of this chapter is to familiarize users with the computer and
communications node (C& C node) object and the characteristics of this object.
The computer group node will also be covered asit is very similar to the computer and

communication node, and the port object will also be covered.

B. COMPUTER AND COMMUNICATIONSNODE THEORY

The computer and communication (C& C) node is a generic node that is used for
the modeling of end systems such as computers, printers, facsimile machines, or any
general piece of network hardware. The C& C node may act as the origin or destination
for message traffic, run applications, or act as a switching point within a network. Any
type of link, and as many links as needed, may connect to this type of node for modeling a

network. The C& C node is represented in amodel as having the following attributes:

* Input buffersfor each link connected to the node for accepting packets
transmitted to the node.

* A processor for command execution and packet processing.

* Output buffersfor each link connected to the node through which the node
may route packets.

* Local disk storage for modeling disk read and write processes.

» A command list which defines how application commands are to be executed
on the node.

* A pending application list of all applications and traffic sources currently
scheduled to run.

» A prototype application list of al available applications and traffic sources for
the node.

* A received message list for saving received messages used to trigger an
application or traffic source.

* Alistof fileswhich reside in storage on the local disk.
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1. Computer and Communications Node Processor Scheduling

The processor in the computer and communications node is used for the
processing of application and traffic sources, and for the processing of packets which the
node receives. When the processor becomes idle a choice must be made as to whether to
run an application from the pending application list or to process a packet waiting in an
input buffer queue. The choice is made by comparing the wait times of the packet at the
head of each input buffer to the wait time of the application at the head of the pending
application list. The packet or application which has the longest wait time is chosen to
execute next.

Each node maintains alist of all applications and traffic sources which may run on
that node. When scheduled to run in an application, a prototype of the application or
traffic source is created and added to the pending application list. The list is maintained
such that the application or traffic source which has waited the longest will be at the top
of thelist. When the choice is made for the node to process a packet or run an
application, normally the application at the top of the pending application list is chosen.
The exception to the rule occurs when the application at the top of the list is waiting for
flow control clearance to create packets or for afile to be unlocked for aread command.
These exceptions make the scheduling of applications on the list be described as a semi
round robin process.

The node processor is not modeled by a unique value such as the processor speed.
Instead, various attributes of the node are set to model the use of the processor in
performing different functions. Parameters for alocal hard disk are used to describe the
processing required when reading or writing afile. Packet processing attributes model
the manner in which the processor on the node processes packets. A processing time per
cycle attribute is used to describe the manner of executing processing commandsin an
application.

In the scheduling of all these types of functions the option is given to the user to
model the node as a single function computer which completes the entirety of one task
before going on to the next or as a multitasking type computer which uses time dlicing to

alternate between various applications.
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a. No Time Slice Execution

A node in this mode of operation will pick an application to run or a
packet to process asin the manner previously described. The processor will then execute
every command within an application or complete the processing of a packet. When the
present task is completed a scheduling decision will be made for the next task to
accomplish. The exception to this rule occurs in the generation of messages on a node by
either an application or atraffic source. When amessage is created on anode, it must
have flow control clearance to generate the packets to be sent across the network. Instead
of waiting for flow control to complete the sending of all packets of one message at one
time, the processor will either process incoming packets or generate packets for another
application in the pending application list. In this manner packets coming into the node
will be interleaved with those packets being created by the node.

b. Time Slice Execution

When time dlice execution is chosen the method of choosing which
application to run or packet to process does not change. The difference is that each
processis given a portion of the processor time, and at the end of this time the application
isinterrupted and put at the bottom of the pending application list. When the application

isrescheduled later the interrupted command resumes where it |ast | eft off.

2. Buffer Processing

Buffer processing is used to model the delays within the input/output ports of the
simulated computer due to the processing of packets at the port buffers. This processing
delay is not a portion of the main processor smulated on a C& C node. A packet arrives at
anode when all of the frames which make up the packet reach the node. The packet is
then attempted to be placed into the input buffer of the node. If either the port input
buffer isfull or the total buffer space for the entire C& C node is full the packet is
blocked. If the packet is accepted into the port buffer, its position in the buffer's queue is

based on decreasing priority and first-in-first-out order. The packet will then incur the
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buffer processing delay. After incurring this delay, the packet is then made available for

switching by the main C& C node processor.

C. COMPUTER AND COMMUNICATION NODE PARAMETERS
The computer and communications node may be created from either the toolbar or
by selecting the Nodes/Computer and Communications option from the Create menu.

After creation of the node, editing it will bring up awindow as shown in Figure 4.1. The

= Node Detail
Hame Im lcon Inude.icn |EI (1] 4
Cancel
Type Processing Node IEI
Parameters DEFAULT E| . I | Commands. .. I
| Packet Houting Table...
Call Routing Table._.
Time to Failure [min] none E .. |
Time to repair [min] none lEI .- | Triggers. ..
Time of next state change [sec) 0.000000 | Statistics._.
Cumrent state Up |£I

Figure 4.1 Computer and Communications Node Dialog Box

creation of any type of node will bring up this window. Each node created should be
assigned a unigue name to be able to identify it in amodel. The window also allows
entering information concerning the time to failure and time to repair which may be
modeled as a constant or using a statistical distribution. The current state of the node may
be set to either up or down, and a simulation time to toggle the state of the node from its
current setting may be entered. The Command button allows for the generation of
application commands which will be available only to the node they are created on. The
parameter set which will define the attributes of the node may be set by either pressing
the button with double dots on it at the end of the parameter field or by defining a
computer and communications node parameter set from the define menu. When either of

these option is selected awindow will appear listing all of the parameter sets available for
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the node. By depressing the Add button in this window, the node parameter window as
shown in Figure 4.2 will appear. Discussion of the parameters which may be entered are

covered in the following subsections.

[= Node Parameters
Parameter zet name l [* Source or sink only
__Application Processing__ __ Dizk Storage_
Processing/cycle [mic] IUUZ—N i Disk [Mb] IW.
Time zlice [mic] 'm IE! . Sector [(Kb) W
Xfer [mic] 109284.0 Eﬁ -
__ Packet Processing Seek [mic] W- E -
Processing/kbyte [ms] none -
Processing/setup [ms] |num3_. E _ FilelList__
Session limit [ﬁ_
__ Port Processing____ Remove. ..
Input Output
Default ime [ms) illl]5l] 0.050
Buffer max [bytes) | 4194304 4194304

Circuit Switching
Call limit (kbps) [10000.000000 [ ok | | cancel |

Figure 4.2 Computer and Communication Node Parameter Window

1. Parameter Set Name

A unique name should be assigned to any parameter set made. Once a parameter
set is entered into amodel it is available for use on all subsequent C& C nodes created.
The parameter set on subsequent nodes is selected using the name entered in this field.

2. Sourceor Sink Only

A check in this box designates that the node for which the parameter set is applied
may only be used to run applications or for the receipt or generation of message traffic.
The node may not be used to switch traffic.



3. Application Processing

The two fields of Processing/cycle and Time slice set the parameters which
describe the basic operation in modeling a computer. They are also two of the most
difficult parameters to model. According to Mr. Kit Jones, a CACI Products Inc. test
engineer, “COMNET III does not provide a robust capability for the modeling of
computers using the C&C node.”

TheProcessing/cycle field may be set as a constant or by a statistical distribution
and is entered in units of microseconds. This parameter setting this field is used only for
modeling the speed at which processing commands in an application occur in a
simulation. The choice of scaling was used as a processing command is entered in units
of cycles. Thus, the actual amount of time a processing command will execute on a node
is the processing/cycle field multiplied by the number of cycles to execute in a process.

TheTime dlice field may be set to none to model a computer for which
multitasking of applications is not desired, or to a constant or any statistical distribution
to model computers that do multitask. Most operating systems perform the time slicing of
applications based on the number of applications currently running on a computer at a
given time and the state of processes which are running. COMNET III currently does not
support scheduling of applications in this manner. Correspondence with CACI Products
Inc., Mr. Kit Jones, indicated that using a short time slice is the best method to
approximate a multitasking environment as no process would wait an excessive amount

of time to be serviced, and all processes would be serviced in a round-robin order.

4. Packet Processing

Packet processing is a delay applied to each packet as it is switched through a
node which is used to model the processing time which would occur by the main node
processor. This delay is in addition to the buffer processor delay which occurs in the port
buffer. Packets created on a node first undergo a packetizing delay from the generating
source to model the time needed to create a packet. The packet processing delay then

occurs to model the processing delay of switching the packet to the desired output buffer.
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The packet finally undergoes the buffer processing delay. The order of these delaysis
reversed for an incoming packet. packet processing may be modeled in three different

ways in the model.

a. Packet Processing by Routed Protocol | dentification

The packet processing in this mode is modeled based on the routed
protocol identification of the packet being created or received. These values are set by
pressing the Edit Times... button next to the packet processing as shown in Figure 4.2
which will alist of packet processing timesto appear in a window such as shown in
Figure 4.3. In this window press the Add button and the packet processing time window
shown in Figure 4.4 will appear. In this window select the desired routed protocol
identification from the drop down list. The Processing/packet field is set in units of
milliseconds and may be set to a constant value or modeled using a statistical distribution.
When all values are entered depress the OK button as shown in Figure 4.4, and then the

Done button as shown in Figure 4.3 to set the entered values.

= Packet Processing Times

Figure 4.3 Packet Processing Times List Window

Routed protocol 1D |[E IE
Processing/pkt [ms) |I]_I]1 IE g

Figure 4.4 Packet Processing Times Editing Window
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b. Packet Processing by Packet Size
A device may behave such that the switching of larger packets takes longer
than the switching of a shorter packet. The Processing/Kbytes field allows for the
modeling of this behavior using the linear relationship [Ref. 2 p. 130]:
Switching Time=Ax + B
* A =processing/Kbytes
* X = packet sizein kilobytes

* B = the processing/packet.

The Processing/Kbytes field may be set to a constant or modeled using any statistical
distribution.

c. Packet Processing for Setup Packets

Session sources and setup commands may be used to establish connection
oriented routing across a network. All subsequent data packets which follow the setup
packet will follow the same route as the setup packet. In establishing the route, the setup
packet may be modeled as having alonger delay. TheProcessing/setup field only affects
setup packets and may be used to model alonger delay at each node in setting up aroute.
The field may be modeled as a constant or any statistical distribution and isscaled in

units of milliseconds.

5. Port Processing

The processing time of a packet in the port buffers may vary as afunction of the
routed protocol identification and the type of link the node is connected to. When a
packet arrives at a node the model will first look for any special case processing times. If
no match is found, the default value is used.

The port processing times are entered by selecting the Edit Times... button next to
the port processing field as shown in Figure 4.2 which will cause awindow such as
shown in Figure 4.5 to appear which contains the list of all special port processing times

entered. By pressing the Add button in this window the port processing editing window
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will appear as shown in Figure 4.6. In this window select the desired type of link and
routed protocol identification from the drop down list. The port input and output delays
may only be entered as constant values and are scaled in units of milliseconds. When al
values have been entered, press the OK button as shown in Figure 4.6 and then the Done

button as shown in Figure 4.5 to set the port processing times for the model.

= Special Case Port Processing Times [ms)
Link Type Protocol I In Delay Out Delay

Remove

Figure 4.5 Special Port Processing Times Window

= Port Processing Times

Link type foha 8
Routed protocol 1D
Input delay [ms]) 0.00000

Dutput delay [ms] 0.00000

Figure 4.6 Port Processing Times Editing Window

The port processing default input and output delays are set in the default times
field. These values may be set only as constants in units of milliseconds. The total input
and output buffer size for the entire node are set in the buffer max field in units of bytes.
These values are the maximum allowable buffer usage across al ports connected to the
node. Theindividual port buffers are set by editing the ports, and will be discussed further
in Section E of this chapter.
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6. Disk Storage

The fields which affect disk storage are used to model alocal hard drive on the
node and the processing which occurs in using this disk. If any read or write commands
are used in an application on the node these fields must be set. The Disk field setsthe size
of the hard drive to be modeled in units of megabytes. The Sector field sets the size of the
sectors on the hard drive in units if kilobytes. The Xfer field sets the amount of time
requires to read one sector of the disk in units of microseconds and may be modeled as a
constant or using a statistical distribution. The Seek field sets the amount of time needed
for the disk to find afile in a sector in units of microseconds and may also be modeled as

either a constant or using a statistical distribution.

7. FileList

Thefilelistisalist of filesthat are to be created on the hard drive prior to the
beginning of asimulation. All nodes have afile created called GENERAL STORAGE at
the beginning of every simulation. Thisfile may be used to read or write an arbitrary set
of bytesto or from the hard disk without the necessity of modeling a complete file
structure. Files may be created in thefilelist by pressing the Add button as shown in
Figure 4.2 which will cause afile detail window to appear as shown in Figure 4.7. In this
window a unique file name must be entered, the file size in bytes set, and the option is

given to make the file read only. When all entries are made, press the OK button.

= File Detail
File name ||

Size [bytes] |l]

[ Read only

Figure 4.7 File Detail Window
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D. COMPUTER GROUP NODES

While modeling a network, it is common that several nodes will have the same
parameters and the same traffic generation patterns. The computer group node may be
used to model several computers in thisinstance and will reduce the clutter in the work
area. When running a simulation, each computer defined in the group will be created as
an instance of that node. Any application or traffic source connected to the node will be
modeled as available on each computer instance. M essages which are destined for the
computer group will be parsed out evenly between all computer instances in the group.
The computer group node is essentially the same as a computer and communications node
with the following exception. It, by default, may only be used as a source or sink for the
generation or receipt of message traffic. Also, it may be connected to only one of the
multi-access type links in amodel and may never be connected to a point-to-point type
link.

Computer group nodes may be created from either the toolbar or the Create menu.
When editing the computer group the computer group parameter window will appear
such as shown in Figure 4.8. All of the fields for the computer group node parameter sets
are exactly the same as for the computer and communication node with one exception.
The computer group node has a Number-in-group field which may be set to an integer

value to set the total number of computers this node isto model.

E. PORTS

Ports are the arcs or lines created in a model which are used to connect the various
nodes to the various types of links. Ports may be created by using either of the connection
tools on the toolbar. Connections are made by first selecting a connection tool from the
toolbar. After a selection is made, single click on the node for which the port isto be
created. Then drag the mouse to the link the node is to be created on and single click
again. If the connection isalogical connection, the port will be made. If the connection is

not logical, such as connecting a node to a node, nothing will happen.
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Ports may be thought of as modeling a portion of the network interface cards

within all types of nodes. They have the characteristics of having buffer capacity and are

I= Computer Group Parameters
Parameter zet name || Mo. in group |1
__Application Processing__ __ Disk Storage
Proceszing/cycle [mic) |l].l] | Dizk [Mb] |l].l]l]l]l]l]l]
Time zlice [mic) Inune E Sector [Kb] 0.000
© Xfex (mic] 0.0 =]
__ Packet Processing_ Seek [mic] 0.0 1 E
Proceszzing/kbyte [ms] none i |
Proceszzing/setup [ms] Inune ’: File List
Sezzion limit |1l]24
____ Port Processing___ Remove._.
Input I]utut
Default time [m=] ll].l]l]l] 0.000
Buffer max [bytes) I1l]l]l]l]l]l]l]l] 100000000

Figure 4.8 Computer Group Parameters Window

used in modeling the port processing delays. Editing of the port is accomplished by either
double clicking on the arc or by selecting the arc and then choosing the detail option from
the edit menu. When thisis done the port parameter window as shown in Figure 4.9 will
appear. The buffer capacity for both the input and output buffers is the number of bytes
available to hold packets in the port while waiting to be switched on anode. The delay is

Input Output
Buffer [bytes] 100000000 100000000
Delay [mz) 0.00000 000000
Line Card ID |

Packet routing penalty One Hop :i o
Call routing penalty One Hop :i »
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Figure 4.9 Port Parameter Window

by default set to the default port processing time of the node it is attached to or may be
edited in thiswindow. The Line Card Identification field is only applicable when the port
is attached to arouter node. Thisfield is used to differentiate between different ports on
the router node for simulated switching across arouter bus. The packet routing penalty
may be defined using a penalty table. This feature will be discussed in more detail in
Chapter VIII.

F. PROBLEM STATEMENT

The Naval Postgraduate School’s Scientific and Visualization Lab (VisLab)
contains a HP 730 workstation that is used as a HTTP server. Due to the increasing
popularity of the World Wide Web, there is a concern that increases in the number of
HTTP requests to this server will adversely affect the 10Base2 Ethernet network the
server resides on. It is estimated that requests to this server may increase by 60 percent
within the next year. Additionally, it is desired to determine the average amount of time
necessary to process a HTTP request to the server and the effects of upgrading the 1

gigabyte Connor SCSI hard drive installed to a 1 gigabyte Quantum SCSI hard drive.

G. ANALYSISAND OBJECT MAPPING

The model which will be built to analyze the problem deals directly with the
characteristics of the HP 730 and the processes the server performs in responding to
HTTP requests. The basic characteristics of the HP 730 were obtained from Introduction
to the Visualization Lab home page [Ref. 3]. Data concerning server requests and the file
sizes of the home pages most requested was obtained from the Statistics for the VisLab
HTTP Server home page [Ref. 4] which covers a time period of 120 days from 09/06/95
to 01/03/96.

1. Modeling of the HP 730 Workstation
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The parameters which are used to model the server when building the model are
all estimates with the exception of the disk storage values. Hard drive specifications for
Connor and Quantum 1 gigabyte SCSI hard drives were obtained from theHard Drive
Soec home page [Ref. 5]. Both hard drives were assumed to have 120 sectors.
Manipulation of the specifications to map them into C& C node parameters yields the

following parameters as shown in Table 4.1.

Manufacturer: Connor Quantum
Model: CFP1080 | Atlas
Disk Size (Mb): 1080 1075
Sector Size (Kb): 8789 8748
Data Transfer Time (microseconds): | 136636 109248
Seek Time (microseconds): 11000 8500

Table 4.1 Hard Drive Parameters

2. Modeling of HTTP Requests

Figure 4.10 displays in agraphica form the cumulative number of requests made
over the 120 day period by hour. The time period of concern is during normal working
hours from 0800 to 1600. In order to use this data it must be converted to aform which
may be used by a message source to model the interarrival time of HTTP requests. The

assumption is made that the requests occur uniformly over the hourly time period as no
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seconds, between requests was calculated, and a normal probability plot of these average
times was constructed as shown in Figure 4.11. Based on this plot the average interarrival
times for HTTP requests was chosen to be modeled as a normal distribution with a mean
of 31.8 seconds and a standard deviation of 3.8 seconds. To model a 60 percent increase
in HTTP requests, the number of requests per hour were scaled up by afactor of 60
percent. The average interarrival time for each hour was then calculated. A 60 percent
increase in requests was chosen to be modeled as a normal distribution with a mean of

19.4 seconds and a standard deviation of 3.8 seconds. Table 4.2 displays the raw data

Hourly Summary

5] & 12 12 24
Hour of the Day

Figure 4.10 Cumulative Hourly HTTP Server Requests

available concerning the burstiness of the requests. The average time, in

used and the average interarrival times of packets calculated for each hour.
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Figure 4.11 Normal Probability Plot of Hourly Average Interarrival
Times of HTTP Requests

Data to describe the size of the HTTP requests was not collected, but was
estimated to be a uniform distribution with a minimum of 10 bytes and a maximum of
100 bytes. This estimate is based on the number of charactersin atypical web server
request.

Time | Requests over 120 days| Avg. Interarrival Time 60% Increasein Avg. Interarrival Time

(sec) Requests (sec)
8 11143 38.8 17828.8 24.2
9 14306 30.2 22889.6 18.9
10 14516 29.8 23225.6 18.6
11 15350 28.1 24560.0 17.6
12 15796 27.3 25273.6 17.1
13 15282 28.3 24451.2 17.7
14 14771 29.2 23633.6 18.3
15 13095 33.0 20952.0 20.6
16 12316 3h5.1 19705.6 21.9

Table 4.2 Hourly Web Server Requests

3. Modeling of the Web Server Application
As stated previously, the process that occurs at the server upon receipt of aHTTP

request may be modeled by an application source which reads a file and then creates a
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message to send back to requesting node based on the size of the file read. The modeling
problem which occursis how to estimate the number of bytesto read for each request.
The file request statistics obtained from the Statistics for the VisLab HTTP Server home
page [Ref. 4] contained information concerning the number of requests of the most
frequently requested home pages. The individua portions of each home page which was
still active were downloaded and summed to estimate the total number of bytesto be
read. Table 4.3 contains alist of all pages which were active along with their file size and
cumulative probability. Thisinformation may be used to create a distribution table to
model the number of bytes to read upon receipt of aHTTP request.
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File Name Requests over 120 Probability of Cumulative File Size (Bytes)
Days Request Probability
photo 1280 0.03 0.03 1295
netiquette 1265 0.03 0.06 2154
pirates 2011 0.04 0.10 6618
npscompu 1045 0.02 0.12 8673
origami 1249 0.03 0.15 9975
edo 2603 0.05 0.20 14494
sfgram 849 0.02 0.22 14857
helos 850 0.02 0.24 16650
cfbush 2165 0.04 0.28 17040
thesis 710 0.01 0.29 17053
mclinks 1337 0.03 0.32 18197
nsgdhome 1566 0.03 0.35 21797
bkandber 1041 0.02 0.37 25875
psu 1936 0.04 0.41 28188
photo_gallery 1378 0.03 0.44 30167
chl 847 0.02 0.46 30365
direc 1990 0.04 0.50 30420
cdi-pro 820 0.02 0.52 36514
library 1409 0.03 0.55 39625
marine 6579 0.14 0.69 41829
fapapoul 1667 0.03 0.72 62230
opnsrsch 850 0.02 0.74 69609
habitatmc 1090 0.02 0.76 72317
jcking 1028 0.02 0.78 96015
082200 724 0.01 0.79 127800
braccio 1326 0.03 0.82 134370
pelopon 908 0.02 0.84 136681
history 989 0.02 0.86 136681
macedon 3887 0.08 0.94 136681
ece 1128 0.02 0.96 149812
maps 1122 0.02 0.98 296816
pictures 1039 0.02 1.00 526065

Table 4.3 File Size and Cumulative Probability Table

H. BUILDING THE MODEL
The building of the model described in the following subsections is done by
creating objects or parameter sets one step at atime with detailed instructions on how to

complete the step. The completed model should look similar to that shown in Figure 4.12.
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Figure 4.12 Completed Model View

1. Defining Computer and Communications Node Parameters

The parameter sets for the computer and communi cations nodes are defined first

so that they may be applied later when the nodes are created.

a) From the Define menu select the Nodes/Computer and Communications option.

b) Edit the node parameters to the following parameters:

Name: HP 730 CONNOR HD

Source or sink box: checked

Processing/cycle: 0.02 microseconds

Time dlice: Set to anormal distribution with a mean of 100000 microseconds
and a standard deviation of 10000 microseconds. The stream value may be any
value from O to 99.

Packet processing: Edit to model a 0.01 millisecond delay for the IP protocol.
Port Processing: Edit to model adelay of 0.01 milliseconds for the CSMA/CD
link and the IP protocol for both input and output delays.

Default port processing: Set to adelay of 0.05 milliseconds for input and
output Buffer Max: Set to 4194304 bytes for both the input and output to
model 4Mb total available for each.

Disk: 1080 Mb

Sector: 8789 Kb

Transfer rate: 163636 microseconds

Seek: 11000 microseconds

¢) When al the values have been entered, press the Done button at the bottom of the

window.
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d) Create asecond parameter set using the same values as in step b with the following
exceptions:

* Name HP 730 QUANTUM HD

» Disk: 1075 Mb

e Sector: 8748 Kb

e Transfer rate: 109248 microseconds
Seek: 8500 microseconds

€) When al the values have been entered, press the Done button at the bottom of the

window.

2. Creating the Ethernet Link

The following steps describe the creation and editing of the Ethernet link:
a) Createacollision link using either the toolbar or the Create menu.
b) Edit thelink to set the following parameters such as shown in Figure 4.13:

e Name: ETHERNET
* Type: CSMA/CD
e Parameters: 802.3 CSMA/CD 10BASE2

= Link Detail

Hame ETHEHNET lcon Icsma.icn :I
Type CSHA/CD I_gj

Parameters 802.3 CSMA/CD 10BASE2 E [
Control node I

Time to failure [min) none E b
Time to repair [min] none .
Time of next state change [sec) 0.000000

Current state Up I_ﬂ

Figure 4.13 Link Detail Window

¢) When all values have been entered press the OK button.
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3. Creating the Web Server and M essage Generator Nodes

The following steps detail the methods of creating the C& C nodes to model the
web server and a message generator:
a) Createtwo C& C nodes using either the toolbar or the Create menu.
b) Edit one of the nodes to the following parameters:

* Name: WEB SERVER
* Type: Computer and Communications Node
» Parameters: HP 730 CONNOR HD

¢) Edit the second node to the following parameters.

* Name: MSG GENERATOR
* Type: Computer and Communications Node
e Parameters: DEFAULT

d) Create the ports to connect the two nodes to the ethernet link using either connection
tool on the toolbar, and edit the port attached to the WEB SERVER node such that
both the input and output buffers are set to 262144 bytes to model a 256 Kb buffer on
the port.

4. Creating Message Sour ce Distributions

Prior to creating the message source for the generation of the HTTP requests, the
two distributions which will be used to model the interarrival time of current HTTP
requests and a 60 percent increase in requests is created using the following steps:
a) Select the User Distribution option on the Define menu.
b) Inthe window which appears press the Add button.
c) Edit the distribution to the following parameters as shown in Figure 4.14:

« Name 0 PERCENT

» Sample: Set to anormal distribution with a mean of 31.8 seconds and a
standard deviation of 3.8 seconds. The stream value may be set to any value
between 0 and 99.
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d)

f)

I= Named Distribution

Name |[ONEEEEEN
Sample lNur[31_B,3_B] E’B

Figure4.14 O_PERCENT User Defined Distribution

When all values are entered, press the OK button as shown in Figure 4.14. Then, press
the Add button again to create a second distribution.
Edit the second distribution to the following parameters:

« Name 60_PERCENT

e Sample: Set to anormal distribution with a mean of 19.4 seconds and a
standard deviation of 3.8 seconds. The stream value may be set to any value
between 0 and 99.

When al values are entered, press the OK button to clear this window, and the Done

button to clear the second window.

5. Creatingthe HTTP Requests M essage Sour ce

The following defines the steps necessary to create the message source used to

model the HTTP requests which will be attached to the MSG GENERATOR node in the
model:

a)

b)

Create a message source using either the toolbar or the Create menu and place it near
the MSG GENERATOR node.

Use either of the connection tools to connect the message source to the MSG
GENERATOR node.

Edit the message source entering the parameters shown in the following list and also
in Figure 4.15:

* Name: WEB REQUEST

» Schedule by: Iteration Time

* Interarrival: Set to the O_PERCENT distribution
e Priority: 1

* Routing Class. Standard
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* Transport Protocol: TCP/IP-Sun

» Packetize: 0.01 milliseconds

» Message Size Calculation: Probability Distribution

» Probability Distribution: Set to a uniform distribution with a minimum of 10
bytes and a maximum of 100 bytes. The stream value may be set to any value
between 0 and 99.

* Message text option: Copy Message Name

» Destination Type: Set to weighted list. Create alist adding only the WEB

SERVER.
&  MessageSource |
Name | EE REQUEST lcon Iicn.msg :a
Schedule by Illeratiun time: LEI | i Hoowived Mevvages l
Arnival times [secondsz]:
Priority |1
Interarrival I 100_PERCENT = :
) ) Routing clazs Standard 3 | .
First arrival Innne E W |
. . Transz protocol TCP/IP - Sun g =
Laszt arrival inune _ in ) o btk |
1 1 Packetize [ms] 0.01 E .
Hec mzg delap I i ;
Mzg size calc lPthahilil_l,l distribution Msg size units |Byles :i
Prab distib Uni(10.0.100.0) (][ - ]
A
B
Mzg text option Copy message name LE! Dest type !Weighted list LE!
Mzg text I | Edit Destination List___ I

Figure 4.15 Web Request M essage Source Parameters

d) When all parameters have been set, press the OK button at the bottom of Figure 4.15.

6. Creating a Distribution Table
The distribution table will be used in aread command to model the number of
bytes read upon the receipt of the WEB REQUEST message.
a) From the Define menu select the Tables option.
b) In the tabular distribution window which appears select the Add button.
c) Editthefieldsin the table detail window to the following values as shown in
Figure 4.16:
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* Name: WEB_READ

» Tabletype: discrete

* Probability and Values: Edit the probability and values pairs such that the
probability values are set to the cumulative column and the values are set to
the file size column of Table 4.3.

= Table Detail
MName EB_READ

TableType: Idiscrele :I

Prob: |l].l]l]
Prob Yalue

0.00000¢ 0.00000¢
0.052300 2154.000
0.09630( 6618000
0.115000 8673000
0.140700 9975.000

0.194200 1449400 |4

LI+

| Ok I |\»"iewl |Eancel!

Figure 4.16 WEB_READ User Defined Table

d) When all values are entered in the table detail window, press the View button at the
bottom of the window. A plot of the distribution entered as shown in Figure 4.17 will
appear.

€) Clear the plot of the distribution; press the OK button at the bottom of the table detail

window; and press the Done button at the bottom of the tabular distribution window.
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Figure 4.17 WEB_READ Discrete Distribution

7. Creating the Application Read Command
The read command will be used in a application source to execute aread to the
local disk of the WEB SERVER node.
a) Double click on the WEB SERVER node icon to bring up the node detail window and
press the Command button in this window.
b) Inthe command repertoire window which appears press the Add button.
¢) Inthelibrary selection window that appears select theRead File option.
d) Set the parameters of the read command window to the values shown in the following
list and also shown in Figure 4.18.

* Read command name: WEB PAGE READ

* Fileto accesss GENERAL STORAGE

* File modification method: Do not modify file
» Bytesread calculation: Probability distribution
» Probability distribution: WEB_READ
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= Read Command
Read command name I
File to access IEENEFIAL STORAGE B
File modification method Do not modify file EI
Bytes read calculation Probability distribution ‘Q
Probability distribution WEB_READ |
A
B

Figure 4.18 WEB PAGE READ Command

€) When all values have been entered, press the OK button in the read command
window; press the Done button in the command repertoire window; and press the OK

button in the node detail window to clear these windows.

8. Creating the Application Answer Command

The answer command will be used in an application to model the generation of
the message to be sent based on the size of the file read using the WEB PAGE READ
command.
a) From the Define menu choose the Global Commands option.
b) Inthe command repertoire window which appears select the Add button.
¢) Inthelibrary selection window select the Answer Message option from the list.
d) Set the answer command fields to the following values as shown in Figure 4.19:

* Name: WEB ANSWER

e Priority: 1

* Routing class: Standard

» Trangport protocol: TCP/IP - Sun

» Packetize: 0.01 milliseconds

» Message size calculation: (A x File Bytes) + B
* A:1.000

* B:0.000

» Message text option: Copy message name
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Name |TEFEE

Priority
Routing class
Transport protocol

Packetize [ms]

1
Standard :i

TCPAIP - Sun
0.01

Mzq size calc I[ﬁ\ x File bytes] + B Iﬂ Msg size units
Prob distnb I—I
A 1.000
B {0.000
Mzg text option Copy meszage name I_!j
Mzqg text

[1e]

Bytes

=

B

Figure 4.19 WEB ANSWER Command

€) When all values are entered, press the OK button at the bottom of the answer

9. Creatingthe Web Server Application Source

window to clear these windows.

command window, and the Done button at the bottom of the command repertoire

The application source will utilize the commands previously created to model the

processes that will occur on the WEB SERV ER node upon receipt of aHTTP request.

a)

b)

* Name: WEB RESPONSE

» Schedule by: Received message

* Received message delay: none
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Create an application source using either the toolbar or the Create menu and place the
source near the WEB SERVER node.
Using either connection tool on the toolbar connect the application source to the WEB
SERVER node.
Edit the application source fields to the following values as shown in Figure 4.20:



= Application Source

Name [WEB RESPONSE lcon Iicn.app :E
Schedule by iHECBi\'Ed message Ej | Edit Received Messages... I
Armrival imes [seconds] : Interamival I .

First amival £

Last amwval

Maximum arivals

Rec mzq delay Inune
(e e 1_LOCAL _(R] Web Page Head Add...

1 GLOBAL [A) WEB ANSWER
Add Before._..

Add After...
Edit._. |
Remove. |

Figure 4.20 WEB RESPONSE Application

[elEelle]le]

d) Using the Edit Received Messages... button add the WEB REQUEST message to
trigger this application upon the receipt of only one message.

€) Inthe command sequence portion as shown in Figure 4.20, press the Add button. A
window as shown in Figure 4.21 will appear. Using the drop down list, select the
WEB PAGE READ command and set the number of executionsto 1.

= Command Name Detail

Command name || @

Mumber of executions | 1

Figure 4.21 Command Name Detail Window

f) Pressthe OK button in the command name detail window, and then press the Add
button again. Select the WEB ANSWER command, set the number of executions to

1, and press the OK button.
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g) Pressthe OK button at the bottom of the application source window to complete
building the application.

10. Verifying and Saving the Model

Thefinal step in completing the model is to select the Verify Model option on the
Smulate menu to check for any errors. The message bar should indicate No verification
errors detected. If errorsin the model are present a window will appear showing the
errors. Any errors must be corrected prior to running asimulation. Finally, save the model

selecting the Save or Save As option from the File menu.

[. SSIMULATION AND RESULTS
Three simulation runs will be used to collect the data needed to analyze the
problem. The following reports need to be selected prior to running the simulation:
* Links: Channel Utilization for the ETHERNET link
» Application Sources: Application Run Length for the WEB RESPONSE
application.

The length of each run in the simulation should be set to 3600 seconds to simulate an
hour of simulated requests to the server. After completion of the first run, atext file
named report.1 will be created. The name of this file should be changed to prevent
overwriting the file during the subsequent simulations. Before starting the second
simulation, edit the MSG GENERATOR message source so that the interarrival timeis
set to the 60_PERCENT user-defined distribution. Run the second simulation, and again
change the name of the report generated at the end of the ssimulation so that it will not be
overwritten by the report generated by the third simulation. Before running the third
simulation, edit the MSG GENERATOR message source again to set the interarrival
distribution back to the 0 PERCENT user-defined distribution, and edit the WEB
SERVER node to change the parameters field to HP 730 QUANTUM HD. After these
changes have been made run the third simulation.

The ssimulation results for the current level of HTTP requests to the server showed

that these requests and web pages being sent represent very little utilization of the
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network (0.19%). An increase of 60 percent in HTTP requests will increase the utilization
of this network minimally (0.31%). The average delay in processing aHTTP request in
the ssimulation was 256 milliseconds for simulations run modeling the Connor hard drive
irrespective of the traffic level. The simulation run with the Quantum hard drive showed a
decrease in processing the requests to 187 milliseconds. This decrease in processing times
was expected due to the faster seek time and transfer rate of the Quantum hard drive over
the Connor hard drive.

The modeling of the problem was chosen to be done to isolate the effects of
HTTP requests alone on the network and server. Other traffic on the network which was
not modeled would add greater validity to the model if other parameters such asthe

latency for packets across the network were desired to be determined.
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V. APPLICATION SOURCESAND COMMANDS

A. INTRODUCTION

The goal of this chapter is to introduce the user to the application source and the
commands available in COMNET 11 to script the processes which may occur in an
application source. The use of application sources will then be shown in amodel which

deals with changing a peer-to-peer network into a client-server architecture.

B. APPLICATION SOURCES

Application sources are used in COMNET 111 to model workload on a node and to
create more complex processes on a node than can be defined using message, response,
and session sources. The processes which occur in an application source are scripted
using commands. When an application source is scheduled to run on a node, the node will
sequentially execute each command defined until the entire application has been
completed. Application sources may only be used with computer and communications
nodes, computer group nodes, and router nodes.

The scheduling of an application source may occur in three different ways.
Iteration time scheduling is one method of time-based scheduling which sets the time
from the start of one instance of an application to the start of the second instance. The use
of iteration time scheduling may cause the multiple overlapping application to be present
on anode at the sametime. If only one application source is needed to be modeled on a
node at atime, then delay time scheduling should be used. In this second method of time-
based scheduling, the interarrival timeis used to set the time between the end of one
instance of the application and the start of the next instance. The final method of
scheduling is by received message. In this case the application will trigger upon receipt of
amessage of the required text at the node.

Application sources may be created either by using the toolbar or theCreate
menu. Editing of the application source will cause the application source window shown

in Figure 5.1 to appear. The parameters fields shown are used to set the scheduling of the
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application source, and to script the commands which are to be executed within the

application source. The fields shown in Figure 5.1 have the following uses:

Name: Used to set a unique name to the application source to distinguish it
from other application sources in the model.

Schedule by: Used to set the method of scheduling to either delay time,
iteration time, or received message.

Edit Received Messages ... Button: The button becomes active when received
message scheduling is used. It allows creating alist of the number of messages
required and there associated text which may be used to trigger the
application.

Interarrival: Used with both time-based scheduling to set the interarrival time
between application instances. This field may be set to a constant value or to
any statistical distribution.

First arrival: Used with time-based scheduling to set in simulation time when
the first instance of the application isto occur. Thisfield may be set to none, a
constant value, or to any statistical distribution.

Last arrival: Used with time-based scheduling to set in simulation time when
the last instance of an application will occur. Thisfield may be set to none, a
constant value, or to any statistical distribution.

Maximum arrivals: Used in time-based scheduling to limit the number of
instances of an application source which may occur in one simulation
repetition. Thisfield may be set to none, a constant value, or to any statistical
distribution.

Received message delay: Used with received message scheduling to set a
delay in the start of the application source after the receipt of the message
which triggers the source. Thisfield may be set to none, a constant value, or to
any statistical distribution.

Command Sequence: Thisfield is used to script the commands which will be
executed in the application source. The buttons to the right of thisfield allow

editing the order in which commands appear and the number of times each
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command isto execute. Pressing the Add, Add Before, or Add After buttons

will bring up the window shown in Figure 5.2 used to enter commands.

= Application Source
Hame I lcon Iicn.app :i
Schedule by IIteratinn time |_!j | i Heruived Hovsaoges. I
Arrival times [seconds] - Interarrival iExpﬂ 0.0 »
First arrival none 2
Last armrival none E =
Maximum amivals none Ig o7
Rec mzg delay ! .
Command sequence: : Add...
A Betore. .
Al Aler
el
Hormnve,

Figure 5.1 Application Source Window

= Command Name Detail

Command name ||
Mumber of executions |1

Figure 5.2 Application Command Name Detail Window

C. APPLICATION COMMANDS

Application commands are used to script the processes which may occur within an
application source. They may be defined globally within amodel by using theGlobal
Commands option in the Define menu, or locally by using the Command button in the
dialog box of the computer and communications node, computer group node, or router
node. Global commands are available for use by any application source created in a

model. Local commands reside only on the node they are created on and become
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available for use in an application source only after the source is connected to the node. A
global and local command within the same model may be given the same name. When
executing the application’s command sequence during a simulation, the application
source first checks the list of local commands available on the node. If the command is
not found, it will then check the global command list. Thus, a local command takes
precedence over a global command with the same name.

When creating a command, whether local or global, the first window that will
appear is the command repertoire window shown in Figure 5.3. Commands are created by
selecting théAdd button in this window which will activate the library selection window
shown in Figure 5.4. The library selection window contains a list of all the commands
which may be constructed in COMNET III. By selecting a command from this window
with a single click of the mouse, a window will appear which enables the editing the

parameters of the command.

= Command Repertoire

Hamaren

Figure 5.3 Command Repertoire Window
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['=‘ Library Selections

Filter Meszages -

Process Data
Read File
Setup Sezsion

Tranzport Meszzage
Write File

Figure 5.4 Library Selection Window

1. Answer Message Command

The answer message command is used to create a message which is to be sent
back to node that triggered the application source. The logic which occurs within the
COMNET I11 application upon the execution of this command is the same asfor a
response source which was covered in Chapter 111. When the answer message command
is selected, the window shown in Figure 5.5 will appear. The fields which may be edited
in thiswindow have the same function as the fields for the response source with the
following exception. The message size of a answer message command may also be based

upon the size of the first file read within an application source by aread command.

& AeswerCommand

Hame !|

Priority

Routing class
Transport protocol

Packetize [ms]

1
Standard :i =
Generic :i %

0.0

[1e]

Mzq zize cale IPluhahiIit_l,l distribution [Ei Mzq size unitz |Bytes :l
Prob distrib 1000.0 =
A
B |
M=q text option Use original message I_!j
Mzqg text

Figure 5.5 Answer Command Window




2. Filter Message Command

The filter message command is used to suspend the execution of an application
source until amessage is received which fulfills the requirements of the filter [Ref. 2 p.
46]. If amessage received at a node may be used to fulfill the requirements of the filter,
or trigger an application source, the filter command takes priority over the creation of the
new application instance. This command is very useful in modeling of a client-server
architecture where an application source will send arequest to a node and must then wait
for the response before the process may continue. Additionally, if situations arise in the
modeling of an application where a message to be sent needs to be based on the size of a
message received and the application source is not scheduled by received message, afilter
command must be used to capture the received message for later use by an answer or
transport command. Errorswill occur when verifying the model if the filter command is
not used in this situation.

When afilter command is created, the window shown in Figure 5.6 will appear.
The window allows entering a unique name to the command and setting the text of the
received message the filter iswaiting for. The latter may be accomplished by choosing the
text from the drop down list or by explicitly typing in the required text. The “Retain
previous received message (if any)” option is useful for calculating the round-trip time for
a filtered message. To better illustrate this, assume that a node sends a message request
to a server requesting a database file located on another host system. In this scenario, the
server is the connecting link between the workstation and the host (a typical client/server
application). The application source then waits for the database file to be returned.
When the database file returns to the server, the application source answers the request
using the original workstation message request, and send the file to the workstation. It is
important to note that when the application source sends the file to the workstation the
message text option needs to be set to “use original message in order to calculate and
track the total round-trip time for the original workstation request.

The “Only accept msg responding to this app” option restricts the filter command

to respond to messages only from specific application instances that were triggered by
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earlier messages from the same application that has this filter command. The purpose of

this switch isto bind two application instances to interact in a sequential way.

= Filter Command
Filter command name |
Required msg text * E

[ Retain previous received meszage [if any]

[ Only accept mzg responding to this app

Figure 5.6 Filter Command Window

3. Process Data Command

The process data command may be used in an application source to simulate
workload on a node, or as a spacer to separate the execution of commands by a certain
amount of time. This command is scaled in units of number of cycles. The amount of
time necessary to complete the cyclesis based on the processing/cycle value set on the
node the application source is connected.

When a process data command is created the window shown in Figure 5.7 will
appear. Thefields of this window allow entering a unique name for the command and
offer three different methods to determine the number of cycles the command isto
execute shown in the following list:

» Based on aprobability distribution

» Based on message size: This method uses the linear relationship

Number of Cycles= A * Message Size + B
to determine the number of cycles. To use this option the application must
either use received message scheduling or the processing command must be
preceded by afilter command.

* Based onfilesize: This method uses the linear relationship

Number of cycles= A * Number of Bytes Read + B
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to determine the number of processing cycles. To use this option the process

command must be preceded by aread command.

= Process Command

Processing command name I|

Mbr of cycles calculation Probability diztribution [EI
Probability distribution 0.0 (=] - ]
A
B

Figure 5.7 Process Command Window

4. Read File Command
The read file command is used in an application source to model the time delay
associated with reading a file from a node’s local disk. When a read command is invoked,

the following logic is applied to the execution of the command [Ref. 2, p. 50, 51]:

1. The file to be read is locked for exclusive use by the read command.

2. The time duration of the command is calculated based upon the disk

parameters of the node.
The nodes processor is made busy for the time calculated in Step (2).

4. After completion of the delay the file information is updated, and the file is

unlocked.

Creation of a read command causes the window shown in Figure 5.8 to appear.
The fields of this window allow specifying a distinct name to identify the command, and

the file to access on the node’s disk. The file modification field allows the following

options:

* Do not modify: File size is unchanged after a read command
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* Decrement file: File decrementsin size by the number of bytes read.

» Deletefile: Thefileisdeleted after reading the required number of bytes.

The bytes read cal culation may be based on any of the following options:

» Entirefilee The number of bytes the file has defined are read.

* Probability distribution

» Based on message size: Thisoption may only be selected if the application

uses received message scheduling. The size calculation is based on the liner

relation ship

Bytes Read = A * Message Size + B.

» Based onfilesize: If aprevious read command has been executed in an

application source, subsequent read commands may be based on the number

of bytesread by the first read command using the linear relationship
Bytes Read = A * First Number of Bytes Read + B.

Read command name

File to access

File modification method
Bytes read calculation
Probability distribution
A
B

= Read Command

GENERAL STORAGE

B

Do not modify file

Entire file

Enn

Figure 5.8 Read Command Window

5. Setup Session Command

The setup session command is used to model the establishment of switched or

permanent virtual circuits or for modeling any connection oriented messages. The logic
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applied when a setup session command executed is the same as for a session source
which was described in Chapter I11.

Creation of a setup session command will cause the window shown in Figure 5.9
to appear. The parameter fields associated with the setup command are the same as those

of asession source.

&5 SewpCommand |
Hame !| Priority l1—
Routing class Standard g =
Transport protocol Generic E =)
Packetizing [mz] 0.0 =l
Messzages per session 1.0 = Setup packet [bytesz] 5
M=zq interarnval [zec) Exp(10.0) & . Confirm packet [bytes] 5
Messzage size 1000.0 e . Mzq zize units Bytes ..i.l
M=zq text option Copy message name Lg . Dest type iHandum neightg
Mzg text | ol Braabingiion Lish i

Figure 5.9 Setup Command Window

6. Transport Message Command

The transport command is used to model connectionless data transport across a
network. The logic which applies upon the execution of atransport command is the same
as applied to a message source which was described in Chapter I11.

Creation of atransport command will cause the window shown in Figure 5.10 to
appear. The parameters associated with the transport command are the same as for a
message source with the exceptions that the scheduling method is not included, asthisis
done by the application source, and the message size calculation may also be based on the

size of afile previously read.
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= Transport Command
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Figure 5.10 Transport Command Window

7. Write File Command

The write file command is used to model the time delay associated with writing a
file to a node’s local disk. The logic applied by the program when a write command is
executed is the same as for a read command.

The creation of a write command will cause the window shown in Figure 5.11 to
appear. The fields in this window allow specifying a unique name for the command, and
the file to access on the local disk. The three file modification methods available are as
follows:

* Append: The file size is increased by the number of bytes wrote to the file.

* Replace: The file is replaced by the number of bytes written.

* Update: The file size is not changed, but the delay used to write the file is

incurred on the node.

The three options available to determine the bytes to write are by probability distribution,
based on message size, or based on file size. These three options are executed in the same

manner as for a read command.
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[= Write Command

Wiite command name |

File to access GENERAL STORAGE [#]
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Figure 5.11 Write Command Window

D. PROBLEM STATEMENT

The Systems Technology L ab has seven Pentium 90 MHz personnel computers
connected to a 10Base? ethernet network in a peer-to-peer arrangement. These computers
are commonly used by students for thesis writing and for preparing presentations. The
major problem with this network configuration is the time spent in configuration
management of the applications which reside on each computer. This has required the
reloading of all applications on each computer at the end of every quarter. Students have
also voiced complaints about the lack of disk storage space availablein the lab for
maintaining their files.

To alleviate configuration management problems and to create disk storage space
the lab has purchased a Pentium 90 MHz computer which has four processors and
multiple 1 Gbyte hard drives, and is planning to run this computer using the Windows
NT™ operating system. This computer will be used as both an application and file server.
The lab desires an estimate of the increase in network loading and collisions during peak

usage hours, and estimates of the application delays on the application and file server.

E. ANALYSISAND OBJECT MAPPING
The modeling of a shift of a peer-to-peer network to a client-server architecture
requires not only the modeling of the hardware which makes up the network, but also

estimates of the most commonly used programs used in the lab which will now generate
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additional traffic due to file requests and the transfer of applications across the network.
Four applications can be created to model these changes to a client-server architecture.
» An application server application which will read a program from the
application server’s hard drive and transfer a copy of the program to the
requesting computer.
» Afile request application which reads files from the file server and transfers
the file to the requesting computer.
* A save application which models the saving of files to the file server hard
drive.
* A user application which models the behavior of users in requesting programs,

requesting files, saving files, and printing documents.

1. Modeling of the Application Server’s Application Source

The application server’s application source may be constructed by creating a
simple model of a read command followed by an answer command. Upon receipt of a
request for a program at the application server, the file requested is read from the server’s
hard drive, and a copy of the program is sent across the network to the computer where
the request was generated.

Instead of modeling the entire file structure of the application server, the program
to be read upon receipt of a request was chosen to be modeled using a probability table.
This choice was made to simplify the modeling for the entire problem as the requests for
a program cannot be modeled to specify which file to read. The specification of reading a
file may only be done in an application source which implies that an application source
for every program accessible on the server would need to be created. Estimates for the
most commonly used programs in the lab indicated that the Microsoft Office Suite were
used to the greatest extent. To estimate the file size which would need to be read by the
application server the programs were individually launched and the amount of memory
the program occupied was determined using the System Information Utility of the Norton
Utilities for Windows 95" application. The amount of memory required for each

application was then used to estimate the file size to read. The individual application file
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sizes along with the estimated probabilities of the request being for that application are
summarized in Table 5.1. From the file size read, an answer command may be created to
transport the program to the requesting node using the TCP/I P-Microsoft transport
protocol with a 1 millisecond packetizing delay.

Application | Probability | Cumulative Probability | File Size (bytes)
Excel 0.2 0.2 637000

PowerPoint 0.3 0.5 1370000
Word 0.5 1.0 1440000

Table 5.1 Program Cumulative Probabilities and File Size

2. Modeling of the File Server’s File Request Application Source

The process that occurs on the file server upon receipt of afile request may be
modeled using a processing command, a read command, and an answer command. The
processing command models the processing necessary to find afilein the file allocation
table based on the size of the file request message with no scaling of the message size.
The read command models the reading of the requested file from the file server’s hard
drive. Again, an entire file structure of the server was not constructed to simplify the
modeling of the problem. File sizes to be read are estimated to follow a normal
distribution with a mean of 150000 bytes and a standard deviation of 50000 bytes. Upon
completion reading the file, an answer command is used to transport the file to the
requesting computer using the TCP/IP-Microsoft transport protocol and a packetizing
delay of 1 millisecond.

3. Modeling of the File Server’'s Save Application Source

The modeling of the save application source may be performed by the use of a
write command. Processing of the packets which make up the message is performed by
the node’s processor upon receipt of the packet. A write command based on the size of

the message will model the writing of this message to the file server’s hard drive.

4. Modeling of the Personal Computer’s Application Source
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To model the behavior of the users on the personal computers during peak usage,
it was estimated that a single computer remained vacant for atime period which followed
auniform distribution ranging from 5 to 15 minutes after a user completed work. Also,
the assumption was made that only one program was in use on the computer at atime. In
order to randomize the time that the first instance of an application occurred on each
computer, the first arrival was estimated to follow a uniform distribution and occur in the
range of 0 to 10 minutes of simulation time.

The first operation expected of the computer usersis to request the launch of an
program from the application server. This action is modeled as a transport command
where the message size is estimated to be a constant of 125 bytesin length. The computer
must then wait for the application server’s response which implies a filter command be
used to suspend the application source. Upon receipt of the copy of the program the
computer processes for a period of time based on the size of the message which is
modeled using a processing command.

To model the worst case in traffic loading on the network, the assumption is made
that the computer user then requests a file from the file server. This action may also be
modeled using a transport command with the message size estimated to be 100 bytes in
length. Again, the application source must wait for the file to be transferred which again
implies the use of a filter command to suspend the application source.

The application source resumes executing upon receipt of the file requested. It
was assumed that the computer user would then work for 15 to 20 minutes and save their
work. The 15 to 20 minutes of processing may be modeled using a processing command
set to a uniform distribution scaled to the processing/cycle value of the node to achieve
the time delay needed. The save action may be modeled by a transport command to the
file server which transfers a file scaled which is scaled to be 10 percent greater than the
file earlier retrieved.

Upon completion of saving the file, it was again assumed the computer user
would again process for 15 to 20 minutes which may be modeled in the same fashion as
before. The user then requests printing of the document and saves the document. The

printing of the document to the laser printer located in the lab may be modeled by a
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transport command with the message size scaled to a factor of 20 percent greater than the
original file size. The save command may be modeled as the previous save but with the
message to be transferred also scaled 20 percent greater than the original message
received from the file transfer.

All messages which will be created by this application use the TCP/IP-Microsoft
transport protocol with the exception of print requests to the laser printer which use the
NCP/IPX transport protocol. All messages are also assumed to have a packetizing delay

of 1 millisecond.

5. Modeling of the Network Computers

The computer purchased by the Systems Technology Lab to be used as both the
application and file server has multiple processors. However, COMNET I11 currently does
not have an object available to model a multiprocessor computer. The decision was made
to model the application and file server as two separate machines using computer and
communications nodes. The values of the parameter set used to describe the servers are
given in Section F of this chapter.

The seven personal computers used in the lab could be modeled separately as
seven computer and communications nodes or by using a single computer group node.
The latter option was chosen to minimize clutter in the work area. The values of the
parameter set used to describe the personal computers are given in Section F of this
chapter.

The laser printer in the lab may also be modeled using a computer and

communications node. Since the laser printer is used in the model only as a destination
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F. BUILDING THE MODEL

This section provides step by step instructions for each object which needs to be
created to model the problem. Figure 5.12 shows a view of the completed model
topology.

S
k5 Office:Suite

@_ ﬁ @ File uest

Application Server File Server

£

STLPC'S %
STL Lazer Printer

Office Application

Figure 5.12 Model Topology

1. Definingthe Application and File Servers Parameter Sets
The following instruction define the steps for building the parameter set to be
used in modeling the application and filer server:
a) From the Define menu select the Nodes ParameterComp and Comm Option.
b) Inthe computer and communications node parameters window which appears
select the Add button.
c) Edit thefields of the node parameter window to the following:
* Parameter set name: NT Server
* Processing /cycle: .0111 microseconds
» Timesdlice: Set to auniform distribution with a minimum vaue of 100 and a
maximum value of 1000000 microseconds. The streams value may be set to
any integer value between 0 and 99.
» Packet Processing: Use the Edit Times... button to create adelay of 0.01

milliseconds for the IP protocal.
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Port Processing: Use the Edit Times... button to create an input and output
delay of 0.01 milliseconds for the IP protocol on a CSMA/CD link.
Default time: Set to 0.05 milliseconds for both input and output buffers.
Buffer max: Set to 4194304 bytes for both the input and output buffers.
Disk: 1024 Mb

Sector: 0.5 KB

Xfer: 13 microseconds

Seek: 12000 microseconds

d) When all values have been entered, press the OK button at the bottom of the node

parameter window, and then press the Done button at the bottom of the computer and

communication node parameter window.

2. Defining the Systems Technology Lab Computer Parameter Sets

The following steps define the creation of the parameter set which will be used to

model the seven personal computers located in the Systems Technology Lab:

a) From the Define menu select Node Parameters and highlight the Node Components

and click on the Edit button. Highlight the Computer Group Parameters option and
click the Edit button.

b) Inthe computer group parameters window which appears select the Add button.

c) Edit thefields of the computer group parameters window that appearsto the

following:

Parameter set name: STL PC’s

Processing/cycle: 0.0111 microseconds

Time slice: none

Packet processing: Use the Edit Times button to set a 0.01 millisecond delay
for IP packets and a 0.05 millisecond delay for IPX packets.

Port Processing: Use the Edit Times button to create for the CSMA/CD link
type a 0.01 millisecond input and output delay for IP packets, and a 0.05

millisecond input and output delay for IPX packets.
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» Default time: Set to 0.05 milliseconds for both the input and output buffers
» Buffer max: Set to 4194304 bytes for both the input and output buffers.
» Disk: 540 MB
* Sector: 0.5KB
» Xfer 13 microseconds
»  Seek: 12000 microseconds
d) When all values have been entered, press the OK button at the bottom of the computer
group parameter window, and then press the Done button to clear the remaining

window.

3. Building the Network Topology
The following section defines the steps necessary to create each object needed to
build the model topology and the parameters associated with these objects:
a) Createacollision link icon using either the toolbar or the Create menu. Edit the
link’'s parameters to the following:
* Name: 63 Net
 Type: CSMA/CD
» Parameters: 802.3 CSMA/CD 10BASE?2
b) Create three computer and communication nodes which will be used to represent the
application server, file server, and the laser printer.
c) Edit the node to be used as the application server to the following parameters:
* Name: Application Server
* Type: Computer and Communications Node
* Parameters: NT server
d) Edit the node to be used as the application server to the following parameters:
* Name: File Server
* Type: Computer and Communications Node
» Parameters: NT server

e) Edit the node to be used as the application server to the following parameters:
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* Name: STL Laser Printer
* Type: Computer and Communications Node
* Parameters: Default
f) Create one computer group node and edit the node to the following parameters:
* Name: STL PC’s
* Type: Computer Group
» Parameters: STL PC’s
g) Using either of the connection tools on the toolbar, connect all of the nodes created to
the 63 Net link. Edit the port extending to each node so that the input and output port
values are set to 262144 bytes.

4. Creatingthe Personal Computer Application Source
The application source which will run on the personal computers will run on the
computers will be built by first defining the commands which will be used in this

application, and then creating the application source.

a) Define a global transport command and edit the parameters of this field to those
shown in the following list. Figure 5.13 displays the completed command.

* Name: MS Office Request

* Message Size Calculation: probability Distribution

* Probability distribution: Set to a constant value of 125 bytes

» Message text option: Copy message name

e Priority: 1

* Routing Class: Standard

» Transport protocol: TCP/IP-Microsoft

» Packetize: 1.0 milliseconds

» Destination Type: Set to a weighted list and create a list containing only the
Application Server node.

b) When all values have been entered pres®lkthlkeutton as shown in Figure 5.13
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and then define aglobal filter command.

= Transport Command

Mame I Prionity 1
Routing class Standard IEI
Tranzport protocol m@
Packetize [ms] 1.0 E
Net svc level 1_
Mzg size calc Probability distribution Iﬂ Msg size units BP‘ES—EI
Prob distrib 125.0 (2] -]
A 1.000 O
B 0.000
Mzq text opt. Copy message name |EI Dest type I"-'n"eighted list |EI
Msg text E | Edit Destination List |

Figure 5.13 M S Office Request Transport Command

c) Edit thefilter command parameters to those of the following list and shown in Figure
5.14
» Filter Command Name: M S Office Wait
* Required message text: Set to MS Office Answer

= Filter Command
Filter command name MS OFfice Wait

Required m=q text M5 Office Answer

[ Betain previous received message [if any]

[ Only accept mzg responding to this app

Figure 5.14 M S Office Wait Filter Command
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d) When all values have been entered press the OK button as shown in Figure 5.14 and
then define aglobal processing command.
e) Edit the processing command to the value defined in the following list and aso
shown in Figure 5.15.
» Processing Command Name: M S Office Processing
* Number of cycles calculated: (A x Msg Bytes) + B
« A:100
« B:0.00

= Process Command

Command name M5 Office Processing

Command units Cycles IEI

Calculation type
Probability distribution 0.0 ]
A 1.00 ]
B 0.00

[* Utilize processzor

Figure 5.15 M S Office Processing Command

f) When all values have been entered press the OK button as shown in Figure 5.15 and
then define aglobal transport command.
g) Edit the transport command parameters to those of the following list and shown in
Figure 5.16.
* Name: File Request
» Message Size Calculation: Probability Distribution
» Probability distribution: Set to a constant value of 100 bytes
* Message test option: Copy message name
e Priority: 1
* Routing Class. Standard
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» Transport protocol: TCP/IP-Microsoft
» Packetize: 1.0 milliseconds
* Destination Type: Set to aweighted list and create alist containing only the
File Server node.
h) When all values have been entered, press the Ok button as shown in Figure 5.16 and
then define a global filter command.
i) Edit the parameter of the filter command to the following values:
* Filter Command Name: File Request Wait
* Required message text: Set to File Request Answer
])  When all values have been entered, press the OK button in the filter command

window, and then define a global processing command.

= Transport Command

Priority 1

Hame I File Request

Routing class
Transport protocol
Packetize [mg]

Met svc level

Mzg zize calc Probability distribution Iil Msg size units

Standard Iil .

Prob distiib 100.0 2 -]
A 1.000
B 0.000
Mzq text opt. Copy message name |£I Dest type I'w'eighted list |EI
BT ] [ Edit Destination List.. |

Cancel

Figure 5.16 File Request Transport Command

k) Edit the parameters of the processing of the processing command to the following

values and as shown in Figure 5.17.

* Processing command Name: Application Processing

* Number of cycles calculated: Probability Distribution
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Probability Distribution: Set to a uniform distribution with a minimum value
of 81,000,000,000 cycles and a maximum value of 108,000,000,000 cycles.

= Process Command

Command name

Command units Cycles IEI

Calculation type Probability diﬁhutiun Iil
Probability distribution Uni(81000000000.0,1080 E” |
A 1.00 o
B 0.00

[¥ Utilize processor

Figure 5.17 Application Processing Command

[) When all values have been entered, press the OK button as shown in Figure 5.17, and

then define aglobal transport command.

m) Edit the transport command parameters to those of the follwoing list and shown in
Figure 5.18.

Name: Save Request 1

Message Size Calculation: (A x Msg Bytes) + B

A:1.100

B: 0.000

Message text option: Copy message name

Priority: 1

Routing Class: Standard

Transport Protocol: TCP/IP-Microsoft

Packetize: 1.0 millisecond

Destination Type: Set to aweighted list and create alist containing only the

File Server node.
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= Transport Command
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Figure 5.18 Save Request 1 Transport Command

When all values have been entered, press the OK button as shown in Figure 5.18, and
then define another global transport command.
Edit the transport values to those of the previous transport command defined with the
following exceptions:

* Name: Save Request 2

« A:1.200
When al values have been entered, press the OK button and then define another
global transport command.
Edit the transport command parameters to those shown in the following list:

 Name: STL PC Print Request

» Message Size Calculation: (A x Msg Bytes) + B

« A:1200

« B:0.000

* Message text option: Copy message name

e Priority: 1

* Routing Class. Standard
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Transport protocol: NCP

Packetize: 1.0 milliseconds

Destination Type: Set to aweighted list and create alist containing only the
STL Laser Printer node.

r)  When all values have been entered, press the OK button in the transport command

window, and then press the Done button in the command repertoire window.

s) Create an application source and place it next to the STL PC’s node.

t) Using either connection tool connect the application source to the STL PC’s node.

u) Edit the application source fields to the following list and as shown in Figure 5.19:

Name: Office Application

Schedule by: Delay Time

Interarrival: Set to a uniform distribution with a minimum value of 300

seconds and a maximum value of 900 seconds. The stream value may be set to
any integer value from 0 to 99.

First arrival: Set to a uniform distribution with a minimum value of O seconds
and a maximum value of 600 seconds. The stream value may be set to any
integer value from O to 99.

Last Arrival: none

Maximum Arrivals: none

v) Inthe command sequence box shown in Figure 5.19, useldhmitton to script the

commands in the following order where each command executes only one time.

1. MS Office Request
MS Office Wait

MS Office Processing
File Request

File Request Wait
Application Processing
Save Request 1
Application Processing
STL PC Print Request

© ©® N o g bk~ DN
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10. Save Request 2

= Application Source

Hame foi-::e Applicatio lcon Ii-::n.app |£I
Schedule by IDElﬂ}' time |£I | Edit Beceived Meszages. ..
| Triggers. ..
Arrival imes [seconds] : Interarmival Umi[300.0,9300.0.5] E
First arrival Uni(0.0.600.0.15)  [3]
Last arnval none E
M aximum amvals none E
Rec mzg delay none E

(e R e 1 GLOBAL [T) M5 Office Hequest | Add.__
1 GLOBAL (F) M5 Office W ait
1 GLOBAL [P] M5 Office Processing | Add Before. ..
1 GLOBAL [T] File Request
1 GLOBAL [F) File Request Wait |_Add After...
1 GLOBAL [P] Apphcation Processing | Edit_
1 GLOBAL [T) Save Request 1
1 GLOBAL [P] Application Processing | Remove. __

Figure 5.19 Office Application Source

w) When al values have been entered and the command sequence scripted, press the OK

button as shown in Figure 5.19.

5. Creating a Tabular Distribution
The tabular distribution created will be used to model the selection of the file
sizeto read on the application server:
a) Select the Table option from the Define menu, and in the tabular distribution window
which appears press the Add button.
b) Edit thefields of the table detail window to the following values. Figure 5.20 depicts

the table upon completion.
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Name: Office
Table Type: Discrete

Prob and Values: Set to the cumulative probabilities and file size values of
Table5.1.

= Table Properties
Hame m oK
Type |discrete IEI Cancel

Cum Prob | Yalue
0. 200000 : 637000.000000 | Inzert Row

___________________________________

Delete Row

1.000000 . 1440000_000000 Eraze How
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Figure 5.20 Office User Defined Distributions

¢) When al values have been entered press the OK button as shown in Figure 5.20 and

then press the Done button at the bottom of the tabular distribution window.

6. Creating the Application Server’'s Application Source

The application source which will run on the application server will be built

by first defining the commands which will be used in this application, and then creating

the application.

Name: M S Office Read

Fileto Accesss GENERAL STORAGE

File modification method: Do not modify file
Bytes read calculation: Probability distribution
Probability Distribution: Office
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¢) When al fields have been edited, press the OK button at the bottom of the read
command window; press the Done button at the bottom of the command repertoire

window; and press the OK button at the bottom of the node detail window.

= FPead Command

Read command name
File to access GEMERAL S5TORAGE E
File modification method Do not modify file IEI
Bytez read calculation Probability distribution E
Probability distribution Office E” B |
A 1.00 o
B 0.00

Figure 5.21 M S Office Read Command

d) Defineaglobal answer command and edit the field of the answer command window

tot the following list. Figure 5.22 depicts the command upon compl etion.

(EUERIMS Dffice Answe Priority 1
Routing clazs Standard |£I
[¥ Usze "ECHO" in reports Transport protocol TCPAIP - Hicmsofl
Packehize [mz] 1.0
Met svc level 1
M =g zize calc IA x File bytes] + B |£I Mzqg zize units IByles :I
Prob distrib 1000.0 B
A 1.000
B 0000
M=g text option Copy message name |£I
Mzg text E

Figure 5.22 M S Office Answer Command
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f)
9)

h)

* Name: MS Office Answer

e Priority: 1

* Routing Class. Standard

» Transport Protocol: TCP/IP-Microsoft

» Packetize: 1.0 milliseconds

» Message Size Calculation: (A x File Bytes) + B
 A:1.000

* B:0.000

* Message Text Option: Copy message name

When all fields are edited, press the OK button at the bottom of the answer command
window, and the Done button at the bottom of the command repertoire window.
Create an application source and place it next to the Application Source node.
Connect the application source to the Application Server node using either connection
tool.
Edit the application source fields to the following parameters. Figure 5.23 depicts the
application source upon completion.

* Name: MS Office Suite

» Schedule by: Set to the recelved message option, and create a received

message list which requires one message with the text “MS Office Request” to

trigger the application source
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= Application Source

Mame Im lcon I icn_app IEI
Schedule by IHECEi?Ed message Iil | Edit Beceived Mezzages. .
| Triggers. ..
Arnival imes [zecondz] : Interarrival Exp[10.0] E
First arrival none
Last arrival none
M aximum amivals none
Hec mzg delay none
| Add Before...
| Add After___
| Edit_
| Remove._ .

| Statiztics. .. I Cancel

Figure 5.23 M S Office Suite Application Source

i) Inthe command sequence box shown in Figure 5.23 add the following commands set
to execute asingle time:
1. MSOffice Read
2. MS Office Answer
})  When all values and the command sequence have been entered, press the OK button

at the bottom of the application source window.

7. Crating the File Server’s File Request Application Source
The file request application source which will run on the file server will be built
by first defining the commands which will be used in this application, and then creating

the application source.
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a)

b)

d)

Create aglobal process command and edit the fields of the process command window
to the following values:

* Processing command name: File Request Processing

* Number of cycles calculated: (A x Msg Bytes) + B

 A:1.500

* B:0.000
When all values are entered, press the OK button at the bottom of the process
command window.
Define aglobal read command and edit the parameters of the read command window
to the following:

* Name: File Request Read

* Fileto Access: GENERAL STORAGE by default

* File modification method: Do not modify file

» Bytesread calculation: Probability distribution

» Probability distribution: Set to anormal distribution with a mean of 150,000

bytes and a standard deviation of 50,000 bytes. The stream value may be set to
any integer value from 0 to 99.

When all values have been entered, press the OK button at the bottom of the read
command window.
Define aglobal answer command and edit the fields of the answer command window
to the following:

* Name: File Request Answer

e Priority: 1

* Routing Class. Standard

» Transport protocol: TCP/IP-Microsoft

» Packetize: 1.0 milliseconds

» Message Size Calculation: (A x File Bytes) + B
A:1.000
B: 0.000
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» Message text option: Copy message name
f) When all values have been entered, press the OK button at the bottom of the answer
command window, and press the Done button at the bottom of the command
repertoire window.
g) Create an application source and place it by the File Server node.
h) Connect the application source to the File server node using either connection tool.
i) Edit the application source parameters to the values shown in the following list.
Figure 5.24 depicts the application source upon completion.
* Name: File Request
» Schedule by: Set to the recelved message option, and create a received
message list for which requires one message with the text “File Request” to
trigger the application source.
j) Edit the command sequence
1. File Request Processing
2. File Request Read

3. File Request Answer

8. Creating the Save File Application Source

The save file application source which will run on the file server will be built by
first defining the commands which will be used in this application, and then creating the
application source:
a) Define a global write file command and edit the command to the values shown in the

following list. Figure 5.25 depicts the write command upon completion

* Write command name: Save Write

* File modification method: Update data in file

» Bytes written calculation: (A x Msg Bytes) + B
A:1.000
B: 0.000
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b)

= YWrite Command
Write command name
File to access GEMERAL STORAGE E
File modification method Update data in file IEI
Bytes written calculation [A x M=g bytes) + B E
Probability distribution 0.0 ]
A 1.00
B 0.00

Figure 5.25 Save Write Command

When all fields are set, press the OK button at the bottom of the write command
window, and then press the Done button at the bottom of the command repertoire
window.
Create an application source and place it next to the File Server node.
Connect the application source to the File Server node using either connection tool.
Edit the application source fields to the values shown in the following list.
Figure 5.26 depicts the application source upon completion.
* Name: SaveFile
» Schedule by: Set to the received message option, and create areceived
message list for which requires one message with the text “Save Request 1” or
“Save Request 2" to trigger the application source.
 Command sequence: Add only the Save Write command with a single

execution.
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= Application Source

Mame I lcon I icn.app IEI
Schedule by IFIE:t:eived message |£I | Edit Received Messages. ..
| Tnggers...
Amival times [seconds] : Interarrival Exp[10.0] E
First arrival none E
Last arnval none E
M aximum amvalzs none E
Rec mzg delay none E

Command sequence: 1 GLOBAL Save Write Add._.

|

| Add Before. .
| Add Anter...
|

|

Edit._.

Remove._.

Figure 5.26 Save File Application Source

f) When all fields are set, press the OK button at the bottom of the application source

window.

9. Verifying and Saving the M odel
The final step in building the model is verifying the logical connections. Thisis
accomplished by selecting the Verify Model option form the Smulate menu. Any errors

in the model must be corrected. Finally, save the model.

G. SSIMULATION AND CONCLUSIONS
Three replications within asimulation will be run to analyze the problem. Each

replication will be 3600 seconds in length to model one hour of network loading. The
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first replication was set to awarmup length of 30 seconds to allow the application in the
model to begin generating traffic before statistics were started to be gathered.

Prior to running the simulation, the following reports were set to gather the
necessary information on network loading, application run length, and disk information
on the file server.

* Link Reports: Channel Utilization and Collision Stats for the 63 Net.

» Application Run Length: Selected for the Application and File Server nodes.

After running the simulation, the results of each replication are stored in the files
report.1, report.2, and report.3 where the number indicates the replication number. The
results showed that the average network utilization varied from 0.49 percent in the first
replication, dropped to 0.35 percent in the second replication, and increased again to 0.51
percent in the final replication. After looking at the collision statistics and transmission
delays statistics gathered during the ssimulation, it was decided that the results of the first
simulation are biased by the manner of modeling the behavior of the users. The average
transmission delay did not vary greatly between replication (0.977, 0.800, and 0.786
milliseconds), but the standard deviations did vary greatly (12.620, 1.370, and 0,800
milliseconds). Thus, in the first smulation, the start of several applications at the same
time caused multiple collision episodes and increased the delay on the network. Better
results might be obtained by increasing the number of replications as the randomness
built into the modeling of the user behavior would better model the use of the lab.

The file and application serves application run lengths showed similar behavior of
longer delaysin the first replication, followed by a decrease in application delaysin the
second replication, but then followed by increased delays in the third replication. Dueto
the effects of greater randomness in the third replication, the results of thisreplication are
deemed to be the best estimates. The application server took an average of 30 seconds
with a standard deviation of 7 seconds to read and transmit the program onto the network.
The file server took on the average 4 seconds with a standard deviation of 1 second to

either save or retrieve afile.
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Overall, better results could be obtained by increasing the number of replications
which would allow the randomness of the users’ behavior to spread out the request over

time.
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VI.LINKSAND COMNET Basdliner

A. INTRODUCTION

The goal of this chapter is to introduce the various link objects which are available
in COMNET Il to model the physical medium over which messages may be transported.
In addition, the COMNET Baseliner utility within COMNET 111 will be covered. This
utility allows importing traffic files captured from an actual network into a model.

B. LINK OBJECTS

Link objects are used to model both the physical media over which packets are
transmitted and the framing characteristics which model the data link layer of the OS
Reference Model. COMNET 11 currently has the capability to model point-to-point,
polling, Aloha, carrier sense multiple access (CSMA), carrier sense multiple access with
collision detection (CSMA/CD), token ring, FDDI with Target Token Rotation Time,
Priority FDDI with Target Token Rotation Time, Priority Token Ring with parameters for
100V G-AnyLAN, IEEE 802.11 CSMA/CA Wireless LAN, and Demand-Assigned
Multiple Accesslinksfor TDMA, FDMA, CDMA.

The general logic that COMNET |11 uses to model message traffic on alink is
performed in the following manner for al types of links. When a message packet on a
node is ready to be transmitted, the node eventually gains accessto the link. The packets
are then broken down into frames according to the framing characteristics set for the link.
The model then calculates the transmission delay for the frame across the link based on
the size of the frame and the transmission rate of the link. If aframe error probability is
set for the link, arandom pull from the distribution used to describe this error is then
made to determine if the frame will arrive in error and require retransmission. Thelink is
then made busy for the transmission delay calculated and a propagation delay which may
be set for the link. After the frame has incurred these delays, it is considered to have
arrived at either its destination, if the destination is on the same link, or the next node

along the frame’s routed path.
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Links may be created by choosing any of the three link types available on the
toolbar or by selecting the Link option from the Create menu. Editing of alink of any
type will cause the link detail window shown in Figure 6.1 to appear. The window
contains fields which allow setting a unique name for the link and specifying the type of
link which isto be modeled. Any link created may be switched to a different type of link
by changing the type field. The parameter field allows selecting any of the predefined
links availablein COMNET 11 or creating a user defined parameter set by pressing the
“..” button to the right of the parameter field. The control node field may be used to
specify a controlling node in the model for contention links such as CSMA, CSMA/CD,
or aloha link types, and is required to be set for a polling link. As with all objects in
COMNET lll, information in the form of a constant or statistical distribution may be
entered concerning the time to failure and time to repair for the link. The current state of

the link, and a simulation toggle time to change this state, may also be entered.

Mame ILink1 lcon Ituken.i-::n IEI IT
Cancel |

Type

Parameters DEFAULT E| .. I

Control node E | Connections.... I

Time to failure [min] none E - | | Triggers. .

Time to repair [min] none E }_ | Statistics. ..

Time of next state change [sec] 0.000000 |

Current state Up IEI

Figure 6.1 Link Detail Window

1. Common Link Parameters
As with any object in COMNET Ill, parameter sets may be defined for each type
of link. The common fields that apply when defining any link are the ability to assign a

unique name to the link parameter set, specifying the link’s bandwidth, setting of the link
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framing characteristics, setting a propagation delay, defining aframe error probability,
and setting alink session limit.
Framing characteristics are used to model the data link protocolsin a network.
The modeling is not detailed in that the common functions which apply to the data link
layer such astime outs, link level acknowledgments; and cyclic redundancy checks
(CRC) are not modeled [Ref. 2 p. 80]. The framing characteristics are used solely to
model the frame payload capability and overhead which are used in link delay and
utilization calculations. The fields that define the framing characteristics are as follows:
* Frame Minimum: Sets the smallest data payload that a frame may carry.
Frames which are smaller than this value are padded to the minimum size.
This value includes the frame overhead bits.
* Frame Maximum: Sets the upper limit of the data payload of aframe. The
exception is setting this value to zero which implies there is no upper limit.
This value includes the frame overhead bits.
* Frame Overhead: Used to specify the overhead bytes associated with the link
level protocol.
» Frame Error Probability: Used to set the probability of aframe arrivingin
error on alink which will require retransmission of the frame. This value may

be described by a constant or any statistical distribution.

The propagation delay field which is common to all linksis used to model the

time required for a packet to move between two nodes on a link based on distance. The

COMNET Il User's Manual states that this feature should be most commonly used to

model delays associated with transmissions over long distances such as when modeling

geographically disbursed nodes in a wide area network or satellite links [Ref. 2 p. 98].

The bandwidth field associated with each type of link is used to specify the

transmission rate of the link in kilobits per second. The session limit is used to specify the

maximum number of connection-oriented sessions which the link may support at a given

time. When the session limit for the link is reached, additional setup packets generated by

session sources or application sources will be blocked.
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In addition to the link parameters common to every type of link, the contention
type links of CSMA, CSMA/CD, and Alohaall allow specifying aretry interval when a
collision occurs. Theretry interval may be set to any of the statistical distributions
availablein COMNET Il or to a binary exponential backoff distribution. The binary
exponential backoff algorithm is specified by the IEEE for determining the retry times for
nodes connected to a collision link [Ref. 2 p. 69]. The algorithm doubles the retry interval
of aframe every time a collision occurs, up to a maximum of 10 times. After the tenth
collision the retry time remains constant, and frame transmissions are attempted up to the

retry limit. If the retry limit is exceeded the retry interval used is set by the limit delay.

2. AlohalLink Characteristicsand Parameters

The Alohalink isused for the modeling of random access radio links where
random transmission may occur, collisions are detected, and retransmission of collided
frames occurs. The link allows selecting one of the nodes as a control node to which all
communications on the link may be directed. The control node is allocated a contention-
free channel for transmitting packetsto all other nodesin the link. All other nodes on the
link compete over a single channel for transmission.

The logic applied when running a simulation for frames on an alohalink is as
previously described for the general case for all links with the exception that collisions
may occur on this type of link. Collisions occur when two nodes transmit at the same time
on the link. Asthereis no control on the link to prevent this from occurring, upon
detection of a collision the node waits to attempt retransmission based on the retry
interval specified for the link.

The transmission of packets on an Alohalink may be modeled using either
unslotted or slotted operation. Unslotted operation implies that any node may transmit
packet frames the instant the frames are ready to be transmitted. Slotted operation is
similar to atime division multiple access (TDMA) scheme where the link is divided into
time dlots of equal duration. The difference between Alohaand TDMA isthat instead of
each node having a dedicated time slot to transmit in, asin TDMA, there is contention for

each time slot by all nodes on the link. Packets may only be transmitted at the beginning

120



of thetime slot. Thus, if only one node transmits, a collision will not occur. If multiple
nodes transmit in the same time slot, a collision will occur and retransmission is
rescheduled based on the retry interval.

Editing the parameter set of an Alohalink will cause the Aloha parameter window
shown in Figure 6.2 to appear. In addition to the common characteristics of all links, the
following fields may be specified to describe the operation of the link:

» Slot width: used to set the duration of each slot in units of milliseconds. A slot

width of zero is used to model unspotted operation.

» Control channel: Checking this box allows a control node to be specified in

the link detail window for the link as shown in Figure 6.1.
* Transmission Return Rate: Used to set the transmission rate in kilobits per

second of the control channel.

= Aloha Parameters

Parameter set name DEFA.LILT
B andwidth [kbps] 96 Retry interval [ms]
Slot width [ms] 0.00000 (w Probability distribution
(" IEEE binary exponential backoff

Propagation [msz] 0.0000 Retry dist [mz] IExp[1 000.0.1 u
Session limit 1024 IEEE binary exponential backoff
Frame min [bytes] 0 Slot ime [mz] W
Frame max [bytes] 0 OFfset [ms] W
Frame OH [bytes] 0 Retry limit 16

[ Frame aszembly Limit delay [ms] W
Frame emor prob II].I]I]I]I]I]I]I]I] Stream 1_

[¥ Automatically retransmit frame emors [~ Control channel

Transz return [kbpz]

—

Figure 6.2 Aloha Parameters Window
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3. Carrier Sense Multiple Access (CSMA) and Carrier Sense Multiple
Access With Collision Detection (CSMA/CD) Link Characteristics and
Parameters

CSMA and CSMA/CD links are multi-access links which may be used to model
random access links. Nodes on both types of linksfirst listen to the link to seeif it is busy
prior to transmitting packets. The difference in the modeling of the two link typesis that
CSMA ismodeled to detect a collision at the end of atransmission whereas CSMA/CD
ismodeled to detect the collision upon its occurrence. The modeling of the CSMA is not
true to the actual implementation of this datalink protocol as retransmissions are
rescheduled based on time outs and not true collision detection. However, the method
chosen to model a CSMA link is a good approximation.

The logic applied in the modeling of these links in addition to transmission and
propagation delays as described by the COMNET Il User's Manual [Ref. 2 p. 88-89] is
done in the following manner. A node with packets ready to be transmitted first checks to
see if the link is busy. If busy, transmission of the packet is deferred until the link
becomes idle. When the link becomes idle, the packet is transmitted and the link is placed
in an unsettled state for the time period of the collision window. The link is then placed in
a busy state for the time period of the transmission delay after which the link becomes
idle again. If multiple nodes detect the link idle and transmit at the same time, or if a node
transmits during the collision window, a collision will occur on the link.

Parameter sets for the CSMA/CD type links are included in the COMNET IlI
library for the IEEE 802.3 CSMA/CD 10Base?2, 10Base5, 10BaseT, and 10Base5 Star
standards; and for the IEEE 802.3 Ethernet 10Base5 standard. No parameter sets are
defined in the library for CSMA type links. The editing of the parameters of either type of
link will bring up the window shown in Figure 6.3. The additional fields which may be
specified for these links are as follows:

» Collision window: The time period a link is vulnerable to collision after a

packet is transmitted from a node defined in units of milliseconds.

* Jam interval: On CSMA/CD type links, the jam interval models the sending

of a jamming signal by the link upon the detection of a collision. For CSMA
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type links, the jam interval models the interval from the end of a transmission
until the sending node learns that retransmission is required.

* Interframe Gap: The amount of time in milliseconds a node delays the
transmission of a packet once the link is detected as being idle.

» Control channel: Checking this box allows selecting a control node in the link
detail window.

» Transmission return rate: Specifies the transmission rate of the control channel

in kilobits per second.

Parameter set name DEFAULT
B andwidth [kbpsz] W Retry interval [mz]
Collision window [mz] 0.01000 [ Probability distribution
Jam interval [mz] W (" |EEE binary exponential backoff
Interframe gap [ms] 0.00960
Retry dist [mz] Im:me Eu

Propagation [ms] 0.0000 IEEE binary exponential backoff
Seszzion limit F Slot time [ms] W
Frame min [bytes] E*I— Offzet [mz]) W
Frame max [bytes] W Retry limit 'IE—
Frame OH [bytesz] '|B— Limit delay [mg] W

[ Frame azzembly Stream 1_
Frame error prob W [ Control channel

[*¥ Automatically retransmit frame errors Trans return [kbps] W

Figure 6.3 CSMA or CSMA/CD Parameters Window

4. Point-To-Point Link Characteristicsand Parameters

Point-to-point links may be used to model the links of awide area network,
satellite links, phone lines for modem transmissions from aterminal device, or any
situation where a dedicated link occurs between two terminals. The point-to-point link is

modeled to have full duplex capabilities. Frames are multiplexed onto the link in the
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order in which they appear in the link buffer which is defined on the port. The logic
which is applied to this link type when running a simulation is the general case which
appliesto al links.

Editing the parameters of this link will cause the point-to-point parameter window
shown in Figure 6.4 to appear. The additional parameters which may be set in modeling
the operation of thislink for data transmission include setting the number of circuits the
link isto model, and setting the bandwidth per circuit from nodes X to Y and from'Y to
X. Thus, one point-to-point link may be used to model severa actual linksto simplify the
modeling.

[= Point-To-Point Parameters

Parameter set name DEFAULT

Packets. Frames. Cellz Circuit-Switched Calls
Humber of circuits I1 |1
Bandwidth/circuit (kbps) l 1536.000 i 1536.000

[Ffrom node X]

Bandwidth/circuit (kbps) I 1536.000

[from node Y]

Bandwidth rezerved for 1-hop calls [%] IW
Propagation [msz] ﬂ'uu_'

Seszzion limit 1024

Frame min [bytes] 1]

Frame max [bytes] ll]—

Frame overhead [bytes] ll]—

Frame error prob m

[~ Frame assembly

Figure 6.4 Point-To-Point Parameters Window

5. Palling Link Characteristics and Parameters

Polling links were created in COMNET 111 specifically to model multi-drop
telephone lines which have a centralized control node which polls other devices on the
line [Ref. 2 p. 99]. The link operates in around-robin order such that the controlling node

gueries or polls each node on the link using a control channel. When polled, a node will

124



transmit all packets which are currently ready to be transmitted on the link’'s common

channel. If a node has no packets, the node sends a negative acknowledgment to the

control node which will then query another node. The transmission of the frames across

the link is done using the general logic applied to all links when running a simulation.

Editing the parameters of this link will cause the polling link parameters window

shown in Figure 6.5 to appear. In addition to the common parameters of all link types, the

polling link’s operation is specified by the following:

Control channel: This box must be checked for a polling link and allows
selecting the node connected to the link which will act as the controlling node
in the link detail window.

Transmission return rate: Specifies the transmission rate in kilobits per second
of the control channel.

Poll needed to send: Checking this box specifies that the controlling node
must also be included in the polling scheme to transmit packets.

Poll Delay: Used to model the time in milliseconds required to send a poll

from the control node to any other node on the link.

NAK delay: Used to model the time in milliseconds required for a node to

send a negative acknowledgment back to the control node.

= Polling Parameters
Parameter set name DEFAULT

B andwidth [kbpz] IEI.E [¥ Control channel

Tranz return [kbpsz) IEI.E

Propagation [ms] 0.0000

Seszion limit 1024 [ Poll needed to send

Frame min [bytesz]) 0 Poll delay [mz]) 0.00000
Frame max [bytez] 0 HAEK. delay [mz] 0.00000
Frame OH [bytez] L]

[ Frame assembly

Frame error prob I 000000000

[* Automatically retransmit frame errors

Figure 6.5 Polling Link Parameters Window
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6. Token Passing Link Characteristics and Parameters

Token passing links are used to model the characteristics of the |IEEE 802.4 and
802.5 specifications and the ANSI Fiber Distributed Data Interface (FDDI) standard. As
such, parameters sets are included in the COMNET I11 library to model links with
characteristics of the IMbps, 5 Mbps, and MAP 10 Mbps | EEE 802.4 standard; 4 Mbps
and 16 Mbps |EEE 802.5 standard; and a parameter set to model FDDI operation.

The modeling of the operation of atoken passing link is performed in the
following manner as defined in the COMNET Il User's Manual [Ref. 2 p. 106, 107]. The
token passing link sends in round-robin order a token to each node on the link. When the
token is received by a node, the node may transmit packets for a time specified by the
token holding limit. A frame continues to be sent if it is more than halfway transmitted
when the holding limit time is up. If upon receipt of the token a node has no packets to
send, the token is passed on to the next node immediately. The logic applied upon
transmission of a packet is the same as the general case for all links. The token itself is
not modeled within COMNET llII. It is instead modeled by a time calculation. When a
node has a packet to transmit, it determines which node currently has the token and the
amount of time which will pass until it receives the token again. The node then delays for
the amount of time calculated before sending the packet.

Additional parameter sets for token passing links may be defined. Editing of these

parameters will cause the token passing parameters window shown in Figure 6.6 to
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= Token-Passing Parameters

Parameter get name DEFAULT

B andwidth [kbpz] |1EI]I]I]
Token paszing delay [mz] 0.0000
Token holding limit [ms] 0.0000
Propagation [mz] 0.0000
Seszzion limit 1024
Frame min [bytez] a
Frame max [bytes] 1]
Frame overhead [bytesz] 0

[ Frame assembly

Frame ermor prob I 0.00000000

[X Automatically retransmit frame errors

Figure 6.6 Token Passing Link Parameters Window

appear. The following parameters in addition to the common link parameters may be set
to define the operation of the link.
» Token passing delay: The amount of time in milliseconds required to pass the
token from one node to the next.
» Token holding limit: The amount of time in milliseconds a node may hold the

token and transmit packets.

7. FDDI & Priority FDDI with Target Token Rotation Time

COMNET I11 includes two models of FDDI--a Basic FDDI model and a Priority
FDDI model. Aswith the token-passing link, the COMNET 111 FDDI models do not
actually schedule each token-passing event; instead, the model keeps track of the last
node to have relinquished the token and the time when the node relinquished the token.
Given the last token location and the time that the frame | eft that location, COMNET 111
computes the appropriate amount of time (token passing delay) required for the token to
advance the next time some node has aframe to transmit. COMNET I11 monitors the
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actual token rotation time and the token-ring report includes a count of the number of
times that the actual token rotation time exceeds twice the target token rotation time to
help identify heavily loaded conditions that may trigger FDDI re-initialization.

The Basic FDDI model has a Token-Passing Delay that determines the time
required to pass the token from one node on the FDDI’s connection list to the next node
on the connection list. The time that a node can hold the token is controlled through the
Target Token Rotation Time (TTRT). When a node receives the token, before
transmitting a frame it determines the time that has elapsed since the node last received
the token. If the elapsed time exceeds the TTRT, then the node passes the token to the
next node without transmitting the waiting frame. The node can continue to transmit
frames as long as the elapsed time since last receiving the token does not exceed the
TTRT.

The Priority FDDI model allows the TTRT to vary by frame priority which is the
highest priority of the packets it carries. The TTRTs can also vary by port, so that some
nodes on the Priority FDDI link can hold the token longer than other nodes. The priority
FDDI parameter set maintains a list of tables for different token rotation time targets
(T_Pr) that vary by priority and the different tables are available for assignment to
different ports (node interfaces). By default, there is one table called “DEFAULT” and it
will be assigned to each new port added to the link.

The Priority FDDI parameter set dialog box has a button “T_Pr tables...” that
manages the sets of tables that may be assigned to the individual ports. Use the “T_Pr
tables...” button to edit the list of port properties available to be assigned to each port
connecting to the priority FDDI link. Each port properties dialog box consists of a table
of threshold values for different levels of priority that may be edited as shown in the
following dialog. The table shows the lower limit of the frame priority that will use the
threshold values in the T_Pr column. Priorities in COMNET Il are such that the larger
the number the higher the priority. Generally the threshold token-rotation times should
increase for increasing priorities to allow those priorities to use the link longer than the
lower priorities.
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= Priority FD DI Port Properties

MName ISampIe OK

Cancel

Priority 11.00000

Priority | T_Prin ms Insert Row
1.000000 ~1.000000 Delete Row
2.000000 6000000 Erase Row

.............................................

.............................................

_____________________________________________

Figure 5. Priority FDDI port properties

The priority FDDI parameter sets maintain this list of port properties so that the
port properties may be assigned to a set of ports requiring the same parameters. Thus, the
port properties dialog reuses data for multiple ports, while the parameter set itself allows
the data to be reused for different links.

The port properties are assigned to the various ports through the port properties
dialog attached to the arc between the node and the link icons. The bottom field of the
port properties dialog allows the assignment of a specific priority-FDDI port parameter
set to be assigned to this port. The “..” button next the field will view the selected
parameter set, but will not allow editing. Editing the parameter set can only be done
through the link’s parameter dialog because these port parameters may be used in
multiple places.

= Port Properties
Butfors
Bres 3] Cancel
Size units Bytes
Line card ID I
Packet routing penalty One Hop * | .
Call routing penalty One Hop * l_
Port-specifc link parm EEr— ] |

Figure 6. Port properties (on arc between node and priority-FDDI link)
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The priority FDDI is closely related to the priority scheme used in the IEEE 802.4
standard except that in 802.4 the highest priority frame has permission to transmit for a
holding limit instead of atoken-rotation threshold time. The Priority FDDI parameter set
has an option to use this 802.4 option of priority operation and provides afield for
specifying the holding limit value.

8. Priority Token Ring and Token Ring Enhancements

Release 1.3 improves the token passing model for better performance, more
flexibility, and better monitoring. In addition new link types derived from the token ring
model provide better models for priority token-rings (including 100V G-AnyLAN), and
FDDI.

The token-passing model has a new option for a holding limit based on the
number of frames instead of a holding time, and this may be particularly useful when the
node may hold atoken for exactly one frame.

New statistics monitors and atoken-ring report are available to measure the actual
token rotation times, and the number of active nodes waiting for the token and how long
these nodes remain actively accessing the link. These monitors and reports are available
for al the token-passing link types (token passing, priority token ring, FDDI, priority
FDDI).

The priority token-ring model provides parameter sets for IEEE 802.4 and 802.5
token rings, and 2 new parameter sets for 100V G-AnyLAN: 1 set for ethernet ports and 1
set for token ring ports.

9. IEEE 802.11 CSMA/CA WirelessLAN

The CSMA/CA model is a shared medium access mechanism based on the
Distributed Convergence Function (DCF) of the IEEE 802.11 Wireless LAN
specification. The basic procedure for accessing the shared medium is as follows.

Each station wishing to transmit first senses the medium to determine if another
station istransmitting. If the medium is not busy, the transmission may proceed. The
|EEE802.11 distributed algorithm mandates that a gap of a minimum specified duration
(called the Distributed Inter-Frame Space, or DIFS) exists between contiguous frame
transmissions. A transmitting station ensures that the medium isidle for this DIFS
duration before attempting to transmit. If the medium is sensed busy, the station defers
until the end of the current transmission. After deferral, or prior to attempting to transmit
again immediately after a successful transmission, the station selects a random backoff
interval and decrements the backoff interval counter while the medium isfree. When the
backoff interval counter reaches zero, the station proceeds to transmit the data. The
CSMA/CA protocol is designed to reduce rather than eliminate the collision probability
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between multiple stations accessing a medium at the point where collisions would most
likely occur. Just after the medium becomes free following a busy period is when the
highest probability of acollision occurs. Therefore arandom backoff arrangement is
immediately applied in this situation. In addition, al directed (non-multicast) traffic uses
immediate positive acknowledgments (ACK frames). Retransmission is scheduled by the
sender if no ACK isreceived.

= CSMAJCA Parameters [CsmaCaParmDetail]

Parameter zet name |IEEEHI]2.11

Bandwidth [kbps] 1000 Retip Interval [ms]

Propagation [mz] 0.00100 [ Probability diztribution

Slot time [ms] 0.006000 w |EEE802.11 Backoff

Short IFS [mz] 0.007000

Frame max [bytes] 2304 |:| ‘_,
Frame OH [bytes] 42 IEEES02.11 Backoff

Frgmt thrshid [bytesz] 2304 Contention window win i

Frgmt error prob 0.000000000 Contention window max 255

Ack imeout [mz] 0.1250 Retry limit K

Ack ermor prob 0.000000000
Frame TxLifeTime [ms] 51200000

FH dwell time [mz] 100000000

[ Control channel

e Bandwidth: This parameter defines the bit rate supported by the 802.11
wireless LAN physical medium. The supported data ratesin the IEEE
standard are either 1 Mbps or 2 Mbps (but COMNET 111 does not limit you to
these values).

* Propagation: This parameter specifiesthe air propagation time it takes a
transmitted signal to go from the transmitting station to the receiving station.
A nominal value of 1 microsecond has been allocated for this parameter in the
|IEEE 802.11.

» Slottime: The parameter ot timeis used to define the Short and Distributed

Interframe Spaces and to update the backoff interval in the shared medium
access algorithm. A nominal value of 6 microseconds s specified for the
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infrared physical system. Users shall specify this value according to their
manufacturer’s product specification.

Short IFS: The Short Interframe Spads the shortest of the interframe spaces
defined in IEEE 802.11. It isused to provide an efficient MAC Service Data
Unit (MSDU) delivery mechanism. Once the medium is seized, the station
will keep it for the duration of the frame exchange it hasto perform. In the
implemented model, the Short IFSis used between fragments of one MSDU
and their ACK frames. Using the smallest gap between transmissions within
the frame exchange prevents other stations, which are required to wait for the
medium to be free for alonger gap (the Distributed IFS see below) from
attempting to use the medium, thus giving priority to completion of the frame
exchange in progress.

A nominal value of 7 microsecondsis specified for infrared physical system.
User shall specify this parameter based on manufacturer’s product
specification.

The Short IFS(SIFS is also used to compute the Distributed IFS(DIFS)
based on the following equation:

Distributed IFS = Short IFS + 2 * Slot Time

The DIFSis used by the CSMA/CA model to contend for the channel for
initial frame transmissions. A station is allowed to transmit if it detects the
medium to be free for the DIFS duration and its backoff time has expired.

Frame max: This parameter specifies the maximum MSDU length that will be
accepted for transmission. The default value is 2304 octets.

Frame OH: The frame overhead parameter includes the 802.11 MAC header,
an |EEE 32-bit CRC, and 8 octets of shared key for authentication. In the case
of fragmentation (see below), thisis also the overhead of transmitting a
fragment. The default value of the frame overhead is 42 octets.

Frgmt thrshld: The fragmentation threshold specifies the current maximum

size, in octets, of the Mac Protocol Data Unit (MPDU) that will be delivered

to the physical layer. The default value is 2304, which is equal to the

maximum frame size. Fragmentation creates MPDUs smaller than the MSDU
(frame) sizeto increase reliability by increasing the probability of successful
transmission of the MSDU (frame) in cases where channel characteristics limit
transmission reliability for longer frames. When aframe is received with

MSDU size greater than the specified “Fragmentation Threshold,” the frame
must be fragmented. The MPDUs (or fragments) resulting from the
fragmentation of an MSDU are sent as independent transmissions, each of
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which is separately acknowledged. This permits transmission retries to occur
per fragment, rather than per MSDU (frame).

Unlessinterrupted due to medium occupancy limitations for a given physical
system, such as adwell time boundary in a Frequency Hopping Spread
Spectrum (FHSS) system, the fragments of asingle MSDU are sent as a burst,
using asingle invocation of the CSMA/CA medium access procedure. In
other words, once the station has contended for the channel, it will continue to
send fragments (by using the Short Interframe Space instead of the Distributed
Interframe Space) until either all fragments of aMSDU have been sent, an
acknowledgment is not received for directed data due to collision or
transmission error, or the station can not send any additional fragments due to
adwell time boundary. Should the sending of the fragments be interrupted
due to one of these reasons, the frame or the fragment will enter a
retransmission backoff period; when the next opportunity for transmission
occurs the station resumes sending the rest of the fragments of the frame.

Frgmt error prob: This parameter specifies the error rate of transmitting one
fragment (or frame, in case of no fragmentation) over the physical medium.

ACK timeout: This parameter specifies the length of time by which an ACK
frame should be received in response to transmission of aframe which
requires acknowledgment. It istimed from the instant that the transmitting
station finishes the transmission of the frame or fragment.

The reception of an unicast frame (or fragment in the case where
fragmentation is needed) requires the receiving station to respond with an
ACK frame, if the received frame (fragment) is correct. Lack of reception of
an expected ACK frame indicates to the source station that an error has
occurred and causes the station to retransmit the frame (or fragment). An
erroneous ACK frame causes the retransmission of the transmitted frame (or
fragment) aswell. The transmission of the ACK frame commences after the
Short IFSwithout regard to the busy/free state of the medium.

The ACK Timeout may not be less than (2 * Propagation + Short IFS+ Ack
Transmission Time). Otherwise an error message will occur in the dialog box.

ACK error prob: This parameter specifiesthe error rate of transmitting an
ACK frame over the physical medium. An ACK frameis 14 octets long.

Frame TxLifeTime: The frame transmission life time parameter is defined as
the elapsed time, after initial transmission of an MSDU, after which further
attempts to transmit the MSDU will be terminated. Therefore, this parameter
is per frame and not per fragment. The default value is 512 milliseconds.
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* FH dwell time: The FH dwell time parameter is specified for an FHSS
physical system. The attribute is defined as the time the physical medium
dependent system can dwell on an FH channel and meet the requirements of
the current regulatory domain.

In the implemented CSMA/CA model, the FH dwell time is used for
determining if the station can retain the control of the channel during the
process of transmitting fragments of an MSDU. Once the dwell boundary is
up, the frame has to enter the backoff period and contend again for the
channdl.

* |EEE 802.11 Backoff: This part of the dialog box provides a group of
parameters for the backoff algorithm. A station that desiresto initiate transfer
of data and finds the medium busy follows the backoff procedure. To begin
the backoff procedure, the station selects a backoff time based on the
following equations.

Backoff Time = INT(CW* Random()) * Sot Time
where:

CW = Aninteger between the values of CW min and CW max
Random() = Pseudo-random number between 0 and 1
Sot Time = the value specified above

The Contention Window (CW) parameter takes an initial value of the CW min

for every MPDU queued for transmission. The CW will take the next valuein
the series at every retry to send a particular MPDU until it reaches the value of
the CWmax. The set of CWvaluesare 7 (CW min), 15, 31, 63, 127, 255 (CW

max).

The parameterRetry limit” indicates the maximum number of retransmission
attempts of a fragment. It is set as the default value 7. Once this limit is
reached, a failure condition is indicated to the next higher layer. Note that the
statistics report on “Number of tries to resolve” may have a bigger value than
this parameter. This is because the statistics field is on frame basis while the
retry limit in the implemented CSMA/CA is on fragment basis.

All backoff periods occur following a DIFS period during which the medium

is free. A station in backoff monitors the medium for carrier activity during
backoff periods. If no carrier activity is seen for the duration of a particular
slot, then the random backoff process decrements the backoff tirSkat by

time specified above. If there is carrier activity sensed at any time during a
backoff period, then the backoff procedure is suspended; that is, the backoff
timer will not be decrement for that slot. The medium must be sensed as idle
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again for the duration of a DIFS before the backoff procedure is allowed to
resume. Transmission commences whenever the backoff timer reaches zero.

A station that had just transmitted an MSDU and has another MSDU ready to
transmit will perform the backoff procedure in order to produce alevel of
fairness of accessto the medium amongst stations.

Some of the performance measures on the output reports have special
interpretations for CSMA/CA links. On the Channel Utilization report, the
column for FRAMES RST/ERR shows a count of the number of frames that
reach the Retry Limit or the XmitLifeTime. On the same report, utilization
does not include the time required for transmissions in error. On the Collision
Stats report, NBR OF TRIES TO RESOLVE includesretransmissions due to
both collisions and errors.

10. Demand-Assigned Multiple AccessLink (TDMA, FDMA, CDMA)
The Demand-Assigned Multiple Access (DAMA) link allows multiple nodes
to share apool of circuits. Thelink has the same set of parameters as a point-to-point
link and can carry both packets and circuit-switched calls. As with the point-to-point link,
the DAMA link allows calls and packets to share the same bandwidth using the call-based
link loading option. Each node connected to the DAMA link can accessonly 1 circuit of
the DAMA link’s pool of circuits at a time. A circuit is allocated to a node for the
amount of time required to transmit a packet. When several nodes are waiting to transmit
packets, the node with the earliest arriving packet uses the first circuit to become

available.

C. COMNET Baseliner

COMNET Baseliner is an interface utility provided within the COMNET Il
application which is used to import message packets captured from an actual network into
a model as well as network topology files gathered by network management consoles.
The utility produces an external message file which maps the packets captured in the data
file to the names of the nodes in the model. When a simulation is run, the packets
captured are routed across the modeled network from their source to destination. A
complete description of the method used to import traffic data files is given in The
COMNET Baseliner User’'s Manual.
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1.

Capturing Packets

The capturing of packets on a network may be performed using either a hardware

or software packet analyzer. Both methods monitor the transmission of packets across a

network in a promiscuous mode which impliesthat all packets on the network are

captured and stored for later use. COMNET I11 directly supports importing traffic files
from the HP NetMetrix network analyzer, the Network General Sniffer LAN hardware

analyzer, and Expert Sniffer analyzer, theWandel & Goltermann’s Domino Analyzer,

Frontier Technology’s RMON probe, and CastleRock’s SMNP probe. Other packet

analyzers may be used to collect data files, but the file must be formatted into a text space

delimited file and format information entered into the COMNET Baseliner utility in order

to create the external traffic file to run in a simulation. Important considerations when

selecting a traffic analyzer include:

The protocols supported by the analyzer.

Time stamp precision for capturing packets.

The ability of the analyzer to provide the necessary information to import the
captured data file into COMNET III.

The total number of packets the analyzer is capable of capturing and saving in

one run without dropping packets.

In order for a captured data file to be imported into COMNET llI the file must contain the

following information:

2.

The delta or elapsed time between captured packets.
The packet size in bytes.

The source or node which generated the packet.

The destination of the packet.

The packet identity.

Scaling External Traffic Files

Once an external message file has been created, a scale factor may be applied to

this external file to represent an increase or decrease in network loading when running a
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simulation. For example, to represent a 40 percent increase in traffic on a network a scale
factor of 1.4 isused. Thetraffic is scaled when running a simulation by either shortening
the delta time between packets to model an increase in network loading or lengthening
the delta time between packets to model a decrease in network loading. The total number
of packets in the external file does not change in either case. The implication of using a
scaling factor with an external file is that the simulation run time will also need to be

adjusted by the same scaling factor for simulation results to have the greatest accuracy.

D. PROBLEM STATEMENT

On February 7, 1996, the Systems Technology Lab’s 10Base2 Ethernet network
was experiencing excessive delays. In order to determine the cause of these delays the
protocol analyzer Snoop, which is part of the Sun Solaris release 2.4 operating system,
was used to capture packets from the network and saved to a file. The desire of the lab
personnel was to build a model of the network topology and use the data collected to

determine the network loading and delays at the time the data was captured.

E. ANALYSIS

The capturing of packets on the Systems Technology Lab’s ethernet network was
performed running the Snoop application on a Sun Sparc 20 workstation. The Snoop
protocol analyzer was chosen to capture packets as it was the only protocol analyzer
application available in the Systems Technology Lab, and it provided the necessary
information for importing a data file into COMNET IIl. The command used to capture the
packets was as follows:

snoop -d lel -s 34 -c 2000 -o /tmp/1net63 -t d -S

This string entered in the UNIX command window is interpreted as follows [Ref. 6]:

* snoop: Start the snoop application

* -dlel: Capture packets from the ethernet network

» -s 34: Truncate each packet so that only the first 34 header bytes are saved

* -c 2000: Capture 2000 packets

* -0 /tmp/lnet63: Save packets captured to the file 1net63
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» -td: Usethe deltatime between packets as the time step
* -S: Recordthetotal length in bytes of each packet

Only 2000 packets were captured as previous attempts to capture 10000 and 5000 packets
resulted in core dumps of the workstation. This was later determined to have been caused
by inadequate disk space on the workstation to write the packets as they were captured.
The decision to truncate the packets was made to reduce the amount of data which would
need to be written to afile and to minimize the chance of dropping packets while writing
to the disk which results in gaps of lost packets. The second problem had been shown to
happen in previous experimentation with the application when the entire packet was
saved.

In order to convert the data file saved to a form which was palatable for
COMNET Il11, the file was first converted from a binary format to a text format. This text
file was then edited using a spreadsheet application to remove extraneous information and
to provide only the data needed within COMNET I11 of source, destination, length, time
stamp, and a unique identifier for which the protocol identifier was used. The file was
saved in the text space-delimited (*.prn) format required for COMNET I11. A word
processing program was then used to determine column start pointsin the filein order to
be able to describe the format of the file to the COMNET Baseliner utility. The packets
captured were also looked at to determine the total amount of time over which packets
were captured to set the simulation and the nodes these packets were routed which is
needed to build the model topology.

F. BUILDING THE MODEL
This section gives step-by-step instructions for each object which will be created
in making the model used to analyze the problem statement. Figure 6.7 displays aview of

the model topology upon completion.
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Figure 6.7 Completed Model Topology

1. Creating the Network Links
The two networks which make up the Systems Technology Lab will first be

created to model the 10Base? ethernet network and FDDI networks located in the lab

a)
b)

d)

Create a collision and token passing link in the workspace.
Edit the collision link to the following parametersin the link detail window:

e Name: 63 Net

* Type: CSMA/CD

e Parameters: 802.3 CSMA/CD 10BASE2
At the bottom of the link detail window press the Satistics button and edit the list so
that the observations are saved and statistics are gathered for both the Contention
Channel Utilization and Contention Channel Transmission Delay optionsin the list.
When these options are set, clear the link detail window by pressing the OK button.

Edit the token passing link to the following parametersin the link detail window:

* Name: 64 Net
» Type: Token passing
* Parameters: FDDI

At the bottom of the link detail window press the Satistics button and edit the list so
that the observations are saved and statistics are gathered for both the Utilization and
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Transmission Delay optionsin the list. When these options are set, clear the link

detail window by pressing the OK button.

2. Creating the Computer Parameter Set
The computer and communi cations node parameter set that is defined will be used
to represent the nodes on both networks. Since no applications will be defined in this
model, only the port processing delays will be modeled.
a) Define acomputer and communications node parameter set using the Node/ Computer
and Communication option on the Define menu.
b) Pressthe Add button in the computer and communication parameters window which
appears, and edit the following fields in the node parameter window:

* Name: STL Workstation
» Port processing default time: 0.05 milliseconds for both the input and output
buffers
¢) Pressthe OK button in the node parameters window and the Done button in the

computer and communications node parameters window to clear these windows.

3. CreatingaT1 Point-To-Point Link

The T1 point-to-point link will be used to model the connection of the FDDI
network to outside sources.
a) Create apoint-to-point link and placeit in the vicinity of the 64 Net link.
b) Edit the point-to-point link fields in the link detail window to the following:

* Name: T1Link
* Type: Point-to-point
* Parameters. T1

¢) When al fields are entered, press the OK button at the bottom of the link detail

window.

4. Creating the Network Nodes
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The review of the data captured revealed that packets were captured from seven
nodes on the network. Several sources outside the network were also captured. These
sources will be modeled as all coming from a single node connected to the T1 link.

a) Create and edit eight computer and communications nodes so that the fieldsin the
node parameters window for each is set to the values shown in Table 6.1. After
creating and editing each node, attach the node the link(s) also defined in Table 6.1. It
isimportant that the node names are typed as explicitly shown for later matching

names when creating the external traffic file for the model.

Node Name Type Parameters Link
Cadet C&C Node STL Workstation 64 Net
Navy C&C Node STL Workstation 64 Net

Cornflower C&C Node STL Workstation 63 Net
Lime C&C Node STL Workstation 63 Net

Marine C&C Node STL Workstation 63 Net
Cirrus C&C Node STL Workstation 63 Net
Azure C&C Node STL Workstation 63 Net & 64 Net
Internet C&C Node STL Workstation T1Link

Table 6.1 Computer and Communication Nodes Parameters

b) Create arouter node and edit the fields in the node detail window to the following:

* Name: Router
* Type: Router
* Parameters: Proteon DNX 300, V12.0
¢) Connect the router node to both the T1 Link and the 64 Net link

d) The network topology is now defined. Save the model at thistime.

5. Creating the Model’s External Traffic Source

The following steps describe the manner in which the COMNET Baseliner utility
creates the external message file from the captured network traffic:
a) From the Define menu select the External Traffic/Messages option. The window

shown in Figure 6.8 will then appear.
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= External Messages

X ilse external file Traffic scale 1.000

| Import Traffic Files. .

| Edit External Message Sources...

| Map Mzg IDz to Msg Sources. .

Figure 6.8 External M essages Window

b) Pressthe Import Traffic Files button and the window shown in Figure 6.9 will appear.

= Import Files
Import Filename. Traffic Profile. Hame Match Profile Import
; | Cancel

Status

Figure 6.9 COMNET Baseliner Import Files Dialog Window

c) Click the Add button and the following dialog window in Figure 6.9a will appear:

= Import File Properties
OK
Import hlename || .. I = "
ance
Traffic profiles | Sniffer Profile =[]
Mame matches IDEfauIt Iil . I

M anual Hame Matching

Match Hames Match external names with model names

Figure 6.9a Import File Properties Window
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d) Using the button with double dots on it at the end of the Import filename field, select
thefilestl3.prn.

e) Click the double dot button next to the Traffic profilesfield. Thiswill open up the
Externa Traffic Profiles dialog window shown in Figure 9.6b.

= External Traffic Profiles
Domino Profile

MetM etrix Profile
Smiffer C5Y Profile
Sniffer Profile

Figure 6.9b External Traffic Profiles

f) Click on the Add button in order to add a Traffic Profile for the st13.prn external
traffic file. Thiswill open up the Library Selections dialog window shown in Figure
6.9cC.

= Library Selections

NetMetrix Profile

Snitfer C5V Profile

Smiffer Profile

Figure 6.9c Library Selections

g) Singleclick on the Sniffer Profile listing. Thiswill open up the Traffic Profile
Properties dialog window shown in Figure 6.9d.
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= Traftic Profile Properties

Traffic profile name stl3 1] 4
File format Fized Column ¥alues IEI Cancel
Frofile type Meszages E
Start  Length -lgnore Lines Containing

Destination 17 20 Sniffer Network Analyzer Lt
S ource 1 >0 SUMMARY Delta T =
Mezzage 65 3
Time | 8
Size 73 4
Hold/Call 0 1] 3

(" Delta Time

(" Time in Hrs:Min:Sec
First traffic arrives at II].I]I]I]I]I]I]I]I] ISEt:unds E

Figure 6.9d Traffic Profile Properties

h) Edit the fields on fields shown in Figure 6.9d to the following:

e Source Start: 17

» Source Length: 20

* Destination Start: 41

* Destination Length: 20

* Message/ID Start: 65

* Message/ID Length: 3

* Time Start: 9

 TimelLength: 8

» Size 73

 SizelLength: 4

* Overhead per Message: 0

* Ignore Lines Containing fields: All fields cleared
* Timein Hours Minutes Seconds box: Not checked

0) Typestl3into the Traffic Profile name field and press the OK button to save the
profile entered for later use. Click the Done button in the External Traffic Profiles
Window. This creates a.pro file which may be reloaded if needed at alater time.
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h) Next click the Match Names button in the lower portion of the Import File Properties
dialog window. Thiswill open up the Name Match Profile dialog window which will
alow you to match up the external traffic file events contained in stl3.prn with the
nodes contained in the COMNET |11 model. Type in the namestl3 in the Name Match
Profile Field, and then click on the AutoMatch button located on the right side of the
dialog window. The AutoMatch feature will match up the traffic sources from the
external stl3.prn traffic file to the nodes defined in the model. The result will be
what appearsin Figure 9.6e shown below:

= Name Match Profile

Mame match profile name IEE (1] 4
- External Hame, Model Hame

azure . azure

cadet . cadet
CIlTUg , CIlTUg
cornflower . cornflower
lime . me

marine , marine

navy . nayy

Cancel

- External Hames ——— - Model Hames
131.120.7.105

azZure

cirmus

<Local Broadcast»
Azure
Cadet

cornflower Cirrus

lime Cornflower
marine Internet
navy Lime

Segment |« all inks > |£I

Select namesz

Figure 6.9d stI3 Name Match Profile

h) Pressthe OK button thiswill return to the Import File Properties dialog window
shown in Figure 6.9a.
i) Pressthe OK button in the Import File Properties dialog window. Thiswill return to

the Import Files dialog window shown below in Figure 6.9e.
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= Import Files

rImport Filename. Traffic Profile, Hame Match Profile Impork
H [ - Cancel

Add. __
Edit___

Remove

rStatus

Figure 6.9e Import Files
J) Pressthe Import button to start the import of the externa traffic data. When the
import is done press the OK button.

k) Verify and save the model.

G. SSIMULATION AND RESULTS

The amount of time packets were captured amounted to 3.3 seconds of data. As
such, the simulation run time should be set to 3.3 seconds. Prior to running the simulation
select the following reports:

* Node Reports: Received Message Counts for al nodes

* Link Reports: Channel Utilization for all linksin the model

» Message and Response Source Reports. Message Delay for all nodes

The reports generated after running the simulation calculated the utilization of the
ethernet network to be at 9.2 percent as an average for the 3.3 seconds of simulation time,
and an average transmission delay of 0.191 milliseconds. Plots of the link utilization and
delay which are shown in Figures 6.15 and 6.16 respectively over the ssmulation time
interval were produced by plotting the observations saved for the ethernet link. These
plots indicated the transmission delay to be falling off from the beginning to the end of
the data captured and the utilization demonstrates the burstiness of traffic on the network.

The utilization and delays calcul ated by the model seemed to be less than those
experienced on the network the day the data file was captured. The message delays for
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message and response sources does indicate which nodes were generating the majority of
the traffic on this day. By investigating who was running which application on what
workstation the problems with the network were discovered. One problem was caused by
a student running the MATLAB application on an SGI Indy workstation named
Cornflower which was generating large numbers of file requests to the file server named
Navy. In addition, a professor using the workstation named Cirrus had established an
MBONE session where alarge number of multicast UDP packets were sent across the
network. The student was asked to run the MATLAB application during the evening to

minimize the effects on the network.
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Figure 6.15 Ethernet Utilization
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VII. ROUTERS

A. INTRODUCTION

The goal of this chapter is to introduce the characteristics and parameters
associated with the router node in the COMNET I11 application. A network model
describing the use of arouter in the segmentation of alocal area network will be used to

demonstrate the use of the router node.

B. ROUTER NODES

The router node was developed in the COMNET 111 application to allow the
modeling of router-based networks in a packet switched environment. The node was
designed to model network hardware such as routers, hubs, and bridges. When modeling
arouter node, the premise used is that the performance of the node may be described by
the input and output buffering characteristics of the node and itsinternal switching rate
[Ref. 2 p. 135]. In actuality, the router node is a computer and communications node
which has the additional characteristic of modeling the transmission rate of the node’s
internal bus for switching packets.

Router nodes may be connected to any type of link available in COMNET III.
Each link connected to the node is modeled as having its own port corresponding to a line
card in the node. Editing of each port attached to the node allows entering a line card
identification. Ports having the same non-blank line card identification are modeled as
being connected to the same line card in the node. Packets which are routed through the
same line card in the node will not incur a bus transfer delay as they will not have to be
switched across the nodes internal bus. Ports having different or blank line card
identification require switching across the internal bus when routing decisions are made
within the node.

The logic applied when routing packets through a router node in a simulation is
performed in the following manner. When all frames which make up the packet arrive at
the node, the packet is attempted to be placed in the node’s input buffer. Tests are

performed in the same manner as for a computer and communications node to determine
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if thereis space in the port buffer and that the total buffer capacity of the nodeis not
exceeded. If the packet is accepted, it is placed in the input buffer based on its priority
and ordered in first-in-first-out order. The packet will then undergo the port processing
delay after which it is eligible to be switched across the node’s internal bus if it needs to
be routed to a different line card. The switching is modeled as a time delay which is based
on the size of the packet to be switched and the transmission rate of the internal bus. The
choice of which packet is to be switched across the bus is made by determining which
packets have waited the longest in the various input buffers. Once the packet has been
switched, it is attempted to be placed in an output buffer. Tests are performed again to
determine if the output buffer capacity and the total node capacity will be exceeded as
with the input buffer. The packet then undergoes an output port processing delay prior to
being transmitted.

Router nodes may be created by using either the toolbar Grdéte menu.
Editing of the parameters of a router node will cause the window shown in Figure 7.1 to
appear. The fields used to define the modeling characteristics of the router node are the
same as the computer and communications node with the following exceptions:

* Bus rate: Specifies the node’s internal bus transmission rate.

* Bus count: Specifies the number of packets which the node may switch

simultaneously.

The COMNET Il library contains parameter sets for various commercial routers
built into the system library. The values used to define the operating characteristics of
these parameter sets are based on tests performed at the Harvard Network Device Test
Laboratory. The tests run at this laboratory generally consist of routing a packet stream
through the device and measuring the buffer and switching delays of the device. Several
tests are performed where the packet protocol and packet size are varied between tests.
The delays measured in each run are then averaged to provide the delay characteristics of

the router.
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I= Router Parameters

Parameter zet name DEFAULT
__Application Processing__ Bus rate [Mbhps] |5l]l].l]l]l]l]
Procezzing/cycle [mic] |l].l] E - Bus count |1
Time zlice [mic] Inune E

- __ Disk Storage___
___ Packet Processing_ Disk [Mb] 0.000000
Proceszzing/kbyte [ms] none I E - Sector [Kb] 0.000
Proceszzing/setup [ms] Inune ’: Hier [mic] Il].l] -
Session limit |1l]24 Seek [mic] Il].l] E
___ Port Processing___ _ File List

Input Output GEMERAL STORAGE Add.__

Default time [ms) {0.000 0.000 Edit.. |
Buffer max [bytes) i1l]l]l]l]l]l]l]l] 100000000 Remove. . |

Circuit Switching
Call limit [kbps] [10000.000000

| Ok i |[Zanceli

Figure 7.1 Router Parameters Window

C. PROBLEM STATEMENT

The utilization of the Systems Technology Lab’s 10Base?2 ethernet network is
estimated to increase by a factor of 3.5 within the next two years based on the probability
of additional computers being placed on the network and the use of computers currently
on the network for thesis research or processing. The lab manager also believes the use of
multicast backbone (MBONE) utilities available in the laboratory will increase in use as
desktop video conferencing becomes a more prevalent method of performing thesis
research. There are currently four workstations available to students throughout the lab
which have desktop video conferencing capabilities. It is estimated that only two would
be used for this purpose at a single time.

The lab personnel desires a model to be built to estimate the network utilization
and delays based on the current network configuration. Also, the lab would like a
proposal of a method to segment the ethernet network into two separate networks by

using a router.
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D. ANALYSIS

Three pieces of information are needed to construct the traffic generators which
will be used in amodel to analyze the problem. Thefirst is an estimate of the network
loading on the ethernet network. The second piece of information is an understanding of
how the multicast backbone operatesin alocal area network. The third piece of
information needed is estimates of the size and interarrival time of packets generated
when using desktop video conferencing tools over the network.

To obtain the estimate of current network loading, the protocol analyzer Snoop
was again used to capture packets from the ethernet network. 10000 packets were
captured from the ethernet network on April 3,1996. Of these packets, 9136 provided the
information necessary for importing into COMNET 111 using the COMNET Baseliner
utility. The total length of time over which the packets were captured was 110 seconds.
The data file captured was converted to a text space delimited format using a spreadsheet
application. Also, alist was made of nodes from which packets were captured for
reference in building the model.

A Silicon Graphics Indy workstation (Cadet) is used as the multicast router on the
System Technology Lab’s ethernet network. All multicast packets generated using a
MBONE utility are directed to the multicast router. The multicast router then broadcasts
the packet to all nodes on the network. For transmission to another network, the multicast
router will encapsulate the multicast packets to appear to be unicast packets using the
UDP/IP protocol to routers along the path to the other network. In order to model this
process, a message source using received message scheduling may be used. Upon receipt
of a multicast packet, the message source will broadcast the identical message received to
all nodes on the network using a multicast list.

To gather the necessary information of packet size and interarrival times for
desktop video conferencing, the MBONE application NetVideo was used. A desktop
video conference was established on the ethernet network using the NetVideo application.
The application was set to deliver packets at a transmission rate of 128 kbps which is the
expected transmission rate of video on the multicast backbone [Ref. 7 p. 3]. The Snoop

application was again used and was set to capture packets only generated by the
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workstation used to establish the video conference session. A total of 4000 packets were
captured from the workstation of which 3148 were determined to be multicast packets
generated from the NetVideo application. This determination was made by reviewing the
identity of the protocol of each packet and discarding packets that did not use the UDP/IP
multicast protocol.

From the data captured, the goal was to be able to describe the packet size and
interarrival time as a statistical distribution which could then be used in a message source
to model video conferencing across a network. The histogram shown in Figure 7.2
displays the frequency of packet size for the packets sorted into bins of 10 byte widths.
The histogram shown in Figure 7.3 displays the frequency of the interarrival times for
packets sorted into bins of 0.01 seconds in width. Neither histogram implied that the
data collected could be modeled using one of the statistical distributions available

in COMNET I11, so the decision was made to moddl the interarrival times as discrete
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Figure 7.3 Packet Interarrival Time Histogram

tabular distributions. Table 7.1 displays the packet size, probability, and cumulative
probability which will be used to create atabular distribution for modeling the packet

Packet Size (bytes) | Probability | Cumulative Probability
20 0.03 0.03
50 0.01 0.04

340 0.07 0.11
1050 0.13 0.24
1060 0.17 041
1070 0.13 0.54
1080 0.11 0.65
1090 0.09 0.74
1100 0.08 0.82
1110 0.06 0.88
1120 0.04 0.92
1130 0.03 0.95
1140 0.02 0.97
1150 0.01 0.98
1160 0.01 0.99
1170 0.01 1.00

Table 7.1 Packet Size and Probabilities
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size. Data which sorted into a bin having a probability less than 1 percent was not
included in the modeling of the packet size. Table 7.2 displays the packet interarrival
time, probability and cumulative probability which will be used to create the tabular
distribution for modeling the packet interarrival time. Data which sorted into a bin having

a probability less than 0.1 percent was not included for modeling.

Packet Interarrival Time (seconds) | Probability | Cumulative Probability
0.01 0.022 0.022
0.02 0.015 0.037
0.03 0.018 0.055
0.04 0.076 0.131
0.05 0.052 0.183
0.06 0.107 0.290
0.07 0.294 0.584
0.08 0.172 0.756
0.09 0.022 0.778
0.10 0.008 0.786
0.11 0.012 0.798
0.12 0.008 0.806
0.13 0.046 0.852
0.14 0.069 0.921
0.15 0.025 0.946
0.16 0.005 0.951
0.17 0.002 0.953
0.18 0.004 0.957
0.19 0.003 0.960
0.20 0.015 0.975
0.21 0.015 0.990
0.22 0.002 0.992
0.25 0.001 0.993
0.26 0.003 0.996
0.27 0.002 0.998
0.28 0.002 1.000

Table 7.2 Packet Interarrival Times and Probabilities

The final problem to consider prior to building the model is determining a method
of segmenting the ethernet network. The method chosen was to segment the network
according to the workstations which are capable of desktop video conferencing and those
which are not. The reason this method was chosen is due to the manner in which the

multicast router broadcasts packets to al nodes on a network and the relatively high
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bandwidth required for video conferencing over a network. Segmentation of the network

in this manner would isolate the other network from all MBONE applications.

E. BUILDING THE MODELS

This section outlines the steps required to build the two models which will be
used to analyze the problem in an object-by-object manner. Upon completion of building
the two models, they should appear similar to the model topologies shown in Figure 7.4
for the current network topology and Figure 7.5 for the proposed changes.
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&
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Figure 7.4 Current Network Topology
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Figure 7.5 Proposed Network Topology

1. Creatingthe Network Links

The following steps outline the procedure for creating the links which will be used
in modeling the network.:
a) Createacallision link, token passing link, and a point-to-point link.
b) Edit thefieldsin the link detail window of the collision link to the following:

* Name: 63 NET
* Type: CSMA/CD
* Parameters: 802.3 CSMA/CD 10BASE2
c) Pressthe Satistics button at the bottom of the link detail window, and set the
contention channel utilization option so that observations are saved and statistics are
gathered when running a simulation.

d) Editthefieldsinthelink detail window for the token passing link to the following :

* Name: 64 NET
» Type: Token passing
* Parameters: FDDI
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e) Edit thelink detail window for the point-to-point link to the following values:

* Name: T1Link
» Type: Point-to-Point
* Parameters. T1

2. Creating the Network Nodes

The nodes which are defined in the network are based on the names captured in
the data file which will be used to define the external traffic. It isimportant to name the
nodes as explicitly written to alow the name matching to be performed correctly when
running the COMNET Baseliner utility. The parameter set which will be used for the
computer and communications node is modeled using only the default port processing
times. This choice was made as only this attribute of the node affects the traffic generated
by the external file and model ed message sources.
a) Define acomputer and communications node parameter set and edit the following

fields in the node parameters window:

* Name: STL Workstation
» Port Processing Default Time: 0.05 milliseconds for both the input and output
buffers.

b) Create 26 computer and communications nodes (C& C nodes). Edit the fields of the
node detail window to those shown in Table 7.3. Connect the nodes to the link(s)
specified in Table 7.3. When creating the C& C nodes, group the first five nodes listed
in Table 7.3 in the same areain the work space.

¢) Create arouter node and connect it to the T1 and 64 NET links. Edit the fieldsin the

node detail window for the router to the following:

e Name: FDDI ROUTER
* Type: router
e Parameters. Proteon DNX 300, V12.0
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Node Name Type Parameters Link
CADET C&C Node STL Workstation 63 NET
CORNFLOWER C&C Node STL Workstation 63 NET
CIRRUS C&C Node STL Workstation 63 NET
PERIWINKLE C&C Node STL Workstation 63 NET
TEAL C&C Node STL Workstation 63 NET
POPS C&C Node STL Workstation 63 NET
BLUE-DHRSC C&C Node STL Workstation 63 NET
WHITE C&C Node STL Workstation 63 NET
MARINE C&C Node STL Workstation 63 NET
TANGERINE C&C Node STL Workstation 63 NET
TAUPE C&C Node STL Workstation 63 NET
Z0O0OM C&C Node STL Workstation 63 NET
FLETCH C&C Node STL Workstation 63 NET
BABY C&C Node STL Workstation 63 NET
HOUND C&C Node STL Workstation 63 NET
CYAN C&C Node STL Workstation 63 NET
JADE C&C Node STL Workstation 63 NET
LIME C&C Node STL Workstation 63 NET
ROYAL C&C Node STL Workstation 63 NET
TURQUOISE C&C Node STL Workstation 63 NET
ROSE C&C Node STL Workstation 63 NET
TRUES C&C Node STL Workstation 63 NET
AZURE C&C Node STL Workstation 63 NET & 64 NET
NAVY C&C Node STL Workstation 64 NET
SPOT C&C Node STL Workstation 64 NET
THE INTERNET C&C Node Default T1LINK

Table 7.3 Computer and Communication Node Parameters and Links

3. Creating the Tabular Distributions
The tabular distributions created will be used to describe the message size and
interarrival times of the NetVideo message source.
a) From the Define menu select the Tables option.
b) Pressthe Add button in the tabular distributions window, and edit the fields of the
table detail window to the following:

* Name: NVSIZE-TAB

» Tabletype: discrete

* Probabilities and Vaues: Enter the cumulative probabilities and packet size
from Table 7.1 into the probability and values fields respectively.
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d)

When all fields are entered, press the OK button at the bottom table detail window.
Then, press the Add button in the tabular distributions window to create the second
distribution.

Edit the fields of the table detail window to the following:

* Name: NVINTER-TAB
» Tabletype: discrete
* Probabilities and Vaues: Enter the cumulative probabilities and packet size
from Table 7.2 into the probability and values fields respectively.
When all fields are entered, press the OK button at the bottom table detail window.
Then, press the Done button in the tabular distributions window to create the second

distribution.

4. Creatingthe NetVideo M essage Source
The NetVideo message source will be used to model the broadcast of multicast

packets for desktop video conferencing.

a)

Create a message source and edit the fields of the message source window to those
shown in the following list. Figure 7.6 depicts the message source window upon
completion.

* Name: NET VIDEO

o Schedule by: Iteration time

* Interarrival: NVINTER-TAB

* Message size calculation: Probability distribution

» Probability distribution: NVSIZE-TAB

e Priority: 1

* Routing class: Standard

» Transport protocol: UDP/IP-Sun

» Packetize: 0.5 milliseconds

» Message text option: Copy message name

» Destination type: Set to weighted list and create alist containing only the node
CADET.
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&  MessageSouwrce |
Name NET YIDED lcon Iicn.msg :i
Schedule by IIteratiun time Lﬂ | Eeft Booetead Mavrages. I
Armival times [seconds]:
X Priority |1
Interarrival INVINTEH-TAB E = :
. . Routing class Standard ﬂ =
First arrival Innne E o 1
i . Trans protocol UDP/IP - Sung =
Last arrival Innne E . i — 1
- ] Packetize [ms] 5 o
Rec mzg delay I i - ;
Mzq size calc IthahiIit_l,l distribution |5§ Mzqg size unitz |B_l,ltes :i
Prob distrib NVSIZE-TAB =
A
B
Mzg text option Copy mesgzage name Lﬂ Dest type I‘#'eighted list LE!
Mzg text I | Edit Destination List.__ I

Figure 7.6 NetVideo Message Source

b) When all fields have been entered press the OK button at the bottom of the message
source window.

c) Create acopy of the NET VIDEO message source.

d) Attach one copy of the message source to the node PERIWINKLE and the other to the
node TEAL.

5. Creating the Multicast Router M essage Sour ce
The multicast router message source is used to model the broadcast of packetsto
all nodes on the network upon receipt of a message from the NetVideo message source.
a) Create a message source and connect it to the node CADET.
b) Edit the fields of the message source window to those shown in the following list.
Figure 7.7 depicts the message source window upon compl etion.

* Name: MBONE ROUTING

» Schedule by: Set to received message and use the Edit Received Messages
button so that the receipt of one message with the text NET VIDEO will
trigger the message source.

» Message size calculation: (A x Msg bytes) + B

« A:1.000
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+ B: 0.000

o Priority:

1

* Routing class: Standard
» Trangport protocol: UDP/IP-Sun
» Packetize: 0.5 milliseconds

» Message text option: Copy message name

» Destination type: Set to multicast list and create alist containing all nodes
except CADET, NAVY, FDDI ROUTER, and SPOT.

Hame MBUNE ROUTING, lcon Iicn_msg :i
Schedule by IHBCBi\"Bd message [EI | Edit Received Messages... I
Armnival times [seconds):
Priority |1
Interamval I i3 ;
_ ' Routing class Standard :i =
First amival I o 1
) F 1 Trans protocol UDP/IP - Sun :i =
Last arrival I ” i — 1
- 1 Packetize [mz] 0.5 e
Rec msq delay Inune E = !
Mzg size calc I[A % Msqg bytes) + B m Mzg size units Bytes -
Prob distnb 1 I
A 1.000
B 0.000
Mzg text option Copy message name LEI Dest type IMuIticasl list LE!
Mzg text I | Edit Destination List._. I

Statistics._..

Cancel

Figure 7.7 MBONE ROUTING Message Source

c) Savethe model at thistime using the name 1net63.c3.

6. Defining

the External Message Traffic

The external message traffic will be created using the COMNET Baseliner utility

to model the network loading.

a) Select the External Traffic/Messages option from the Define menu. In the External

Messages dialog box which appears click on the Use external file check box, and then

press Import Traffic Files button.
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b)

d)

In the COMNET Baseliner Import Files dialog window click on the Add button. This
opens up the Import File Properties dialog window. Next you will click on the “..”
(double dot) button next to thenport filename field and define the path to the file
1net63.prn file. Next you will need to define a custom traffic profile in Theffic
profiles field. To do this click on the “..” button to the right of theffic profiles
field. This will open up th&xternal Traffic Profiles dialog window where you will
click the Add button which will open up theibrary Selections dialog window where
you will select thesniffer Profile option by clicking orBniffer Profile. This will
open up th&raffic Profiles dialog window shown if Figure 7.8.

Edit the fields in the COMNET Baseliner historical file layout window to the
following values. Figure 7.8 depicts the window upon completion.

* Source Start: 17

* Source Length: 20

* Destination Start: 41

» Destination Length: 20

* Message Start: 65

* Message Length: 4

* Time Start: 9

* Time Length: 7

* Size Start: 77

» Size Length: 4

* Hold/Call: 0

» Ignore lines containing: All fields empty
* Time units: Seconds

* Delta Time box: Checked

* Time in hours minutes seconds box: Not checked

When all values have been entered us©kbéutton to save the file using the name
1net63. This file may be later reloaded if needed to describe the layout of the file
1net63.prn. After completion of saving the layout file, press Brame button in the
COMNET BASELINER IlIExternal Traffic Profiles dialog window.

In thelmport File Properties dialog window click on thélatch Names button down

at the bottom of the window. This will open up a dialog window callate Match
Profiles. You will click theAuto Match button located on the right hand side of the

dialog box. This will match up the external traffic events with model device names so
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that traffic can be generated appropriately within the model when asimulation is run.
Traffic events that do not correlate to model names will be randomly assigned by the
Auto Match feature. Thisis not a bad thing as each event will produce traffic within
the mode, but for the purposes of this example you will need to explicitly match the
15 traffic events that were randomly assigned to model names. To do this you will
select an external name or names from the External Names window, and then select a
model name from the Model Names window and then click the Set Match button. This
will update the matched name pair in the External Name, Model Name window. You
will now explicitly match the external name 131.120.63.255 to the model name
WHITE. Match all other mismatched external namesto THE INTERNET.[TIP: To
do thismore easily, hold down the CTRL key while selecting exter nal names

from the External Name window - see Figure 7.8a]

= Traffic Profile Properties
Traffic profile name 63net (1] 4
File Format Fixed Column ¥alues |i| Cancel
Profile type Mezzages E
Start Length ~lgnore Lines Containing
Destination 1 20 Sniffer Network Analyzer L
17 >0 SUMMARY DeltaT |
Source All fields empty
Meszage 65 4
Time 9 Fi
Size i 4
Hold/Call 0 0 L+
® Delta Time
[ Time in HrzzMin:Sec
First traffic arrives at Iﬂ.l][ll]ﬂl]l]l]l] Iﬁecunds E

Figure 7.8 External Traffic Profile Properties for the File 1net63.prn
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= Name Match Profile

Mame match profile name IEBnet (1] 4
- External Hame, Model Hame

_THE INTERNET
131.120.63.255 _ WHITE
205.219.127 19 . THE INTERNET
224.2.127.255 . THE INTERNET
224 2.237.170 . THE INTERNET
ALL.SYSTEMS " THE INTERNET
DVMRP . THE INTERNET
MICROSOFT . THE INTERNET

Cancel

- External Names ——————— - Model Hames
broadcast TAMNGERIME +
TAUPE
20521912719 TEAL
224.2.127.255
224 2 237170 TRUES
TURQUOISE
WHITE
Z00M

[l ]

Segment |< all links >

Select names

Figure 7 8a Explicitly matching external traffic eventsto model names

g) When all external file names are matched press the OK button and save the file using
the name 1net63. Then, press the OK button in the import File Properties dialog
window. Finaly click the Import button in the Import Files dialog window. The
COMNET Baseliner I11 utility will then match all external events from the trace fileto
the model. Once this has been completed you can run the model and external traffic
will be generated.

h) Thefirst model is now complete. Verify and save the model 1net63.c3 again.

7. Creating the Second M odel
The following steps describe the method of changing the first model produced to
create the proposed changes to the network.
a) Usethe Save As option from the File menu to save the file 1net63.c3 using the name
1net63a.c3.
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b) Check that the file 1net63a.c3 is the file currently being modified, clear the ports
connecting the nodes CADET, CORNFLOWER, CIRRUS, PERIWINKLE, TEAL,
and AZURE to the 63 NET link.

c) Makeacopy of the 63 NET link, and rename the link SEG 63 NET. Attach the nodes
CADET, CORNFLOWER, CIRRUS, PERIWINKLE, and TEAL to this new link.

d) Make acopy of the FDDI ROUTER node, and rename the node SEG ROUTER.
Connect this node to the 63 NET, SEG 63 NET, and 64 NET links.

e) Edit the MBONE ROUTING message source destination list such that the multicast
list contains only the following nodesin thelist: TEAL, CORNFLOWER, CIRRUS,
PERIWINKLE, and THE INTERNET.

f) When thefile 1net63a.c3 was created, all parts of the file 1net63.c3 were included
except the external message file message.ext. The external message file may either be
recreated using the COMNET Baseliner 111 utility, as before, or copied from the
directory 1net63 into the directory 1net63a.

g) The second model is now completed. Verify and save the model.

F. SMULATION AND RESULTS

One simulation for each model will be run to gather results. For both models the
simulation run time should be set to 30 seconds. This value is used as the external file
contained 110 seconds of captured data, and the scale factor of 3.5 used in both models
will reduce the time to approximately 30 seconds. Prior to running each simulation select
the following reports to be generated at the completion of the simulation for each model.

» Link Reports. Channel Utilization for the 63 NET and SEG 63 NET links.

* Nodes: Received Message Counts for all nodes.

* Message and Response Sources. Message Delays for all nodes.

The simulation run using the current network configuration showed an overall
network utilization of 17 percent for the ethernet network, with an average transmission
delay of 1.6 milliseconds. Figure 7.9 depicts the network utilization over the simulation

time period.

166



— EE

File Plot

52 Net Channel Utilzation
1.0
(k=]
(W=}
ar
0.g
Qs

0.4

0z
0z
oA

oo

Channel Ltilzstion

0O 2 4 &6 2 10 12 14 16 18 20 22 24 26 28 20

Simulation Time e

—— 63 Het Channe | Utilzation

Figure 7.9 Current Network Configuration Utilization

The ssmulation ran for the model of the proposed changes showed a network
utilization of 2 percent for the original ethernet network with a delay of 0.9 milliseconds.
The proposed new network showed a utilization of 14 percent with the same delay. Figure
7.10 and Figure 7.11 depict the network utilization for the original network and the new
network under the proposed changes respectively.

The method proposed to alter the System Technology Lab’s ethernet network does
provide one way of isolating the existing network from the volume of traffic generated by
video teleconference packets created by the workstations and the multicast router. This is
just one proposed plan of action. Other methods, such as moving the desktop video
conferencing capable computers to the higher bandwidth FDDI network or a different
method of segmenting the ethernet network, would need to be analyzed prior to making a

change in the current network configuration.

167



= - ||~

File Plot

E2 HET Channe| Utilzation

1.0

uk=]

os

o7

uk=]

05

04

Channe| Utilzation

oz

oz

a1

oo

iy
o 2 4 & &8 1012 14 16 18 20 22 24 26 22 20

Simulstion Time @ged)

—— E2 NET Channe| Utilzstion

Figure 7.10 Original Ethernet Network Utilization With Proposed Network Changes

ﬁ

File Plot

GEQ B3 NET Channe| Utilzation

1.0

o9

0s

o7

mis]

0s

0.4

Channel Utilzstion

oz

0z
04

0o

o 2 4 6 &8 10 12 14 16 12 20 22 24 26 28 =20

Simulstion Time @ec)

—— ESE@ E2 HET Channel Utilzation

Figure 7.11 Segmented Ethernet Network Utilization Under Proposed Network Changes

168



VIIl. MODELING WIDE AREA NETWORKS

A. INTRODUCTION

The goal of this chapter is to introduce the objects available within COMNET 111
that may be used to model wide area networks (WANS). Specifically, the ATM switch
node, subnetworks, the wide area network (WAN) cloud, and the routing protocols
available will be covered. A model of aframerelay WAN used as a portion of the
multicast backbone will be modeled using the WAN cloud object and by building the

WAN piece-by-piece using switches and point-to-point links.

B. ATM SWITCH NODES

The ATM switch node is aimed at modeling switches, hubs, or routers which have
a high bandwidth internal switching structure resulting in no contention in switching
packets across the switch’s bus [Ref. 2 p. 118]. The ATM node is described in COMNET
[l only by its port buffering characteristics. When a packet enters the buffer of this node,
it incurs a port processing delay in the same manner as for a computer and
communications node or a router node. The frame is then switched to an output buffer
instantaneously with parallel switches between different ports allowed. The difference
between an ATM node and other nodes available in COMNET IIl is its non-blocking
characteristic. When a packet is switched from an input to an output buffer, the checks
that the output buffer and total buffering capacity of the ATM switch node are made in
the same manner as with a router or computer and communications node. However, if this
test fails, the ATM node will not block the packet. It instead stores the packet until room
is available in the output buffer the packet needs to be routed.

The ATM node may be created from either the toolbar or fror@rtéste menu.
As many links as desired and all types of links may be connected to the node. The ATM
node may only act as a switching point for traffic and may not be used as the destination
or origin of traffic. Editing of the node will cause the window shown in Figure 8.1 to
appear. The fields used to describe the operating characteristics of the node have the same

meaning as for a computer and communications or router node.
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I= ATM Parameters

Parameter set name DEFAULT

___ Port Processing

Input Dutput
Default time [ms] Il].l]l]l] Il].l]l]l]
Buffer max [bytes) I1l]l]l]l]l]l]l]l] I1l]l]l]l]l]l]l]l]

Figure 8.1 ATM Parameters Window

C. SUBNETWORKS

The subnetwork provides two functions within COMNET I11. Thefirstisa
method of managing the display of alarge network. The second is providing a method to
allow different routing protocolsto be used in different portions of the network model.

A subnetwork is created by choosing the subnetwork icon from the toolbar.
Maneuvering about a subnetwork is done in a different manner than other objectsin
COMNET Il1. To edit the name or routing protocol used in the subnetwork, the
subnetwork icon must first be selected with asingle click of the mouse button. Then,
choosing the Properties option from the Edit menu will cause the window shown in
Figure 8.2 to appear. Thiswindow allows specifying the name of the subnetwork and the
routing protocol which will be used in the subnetwork. The traffic scale field provides a
method of scaling the traffic generated by all nodes built within the subnetwork without
having to individually edit each application command or traffic source. The amount of
time between routing table updates for the nodes in the subnetwork may also be specified.
Double clicking on the subnetwork icon or selecting the icon and then choosing the Enter
option from the View menu will cause aclear work areato appear. The portion of the
network which is to be modeled at the subnetwork level isin thisarea. To return to the
higher level, which is called the backbone view, either double click in the work area or
select the Leave option from the View menu.

A subnetwork is connected to the backbone view by means of an access point
which is created using the toolbar. A minimum of one access point is required within the

subnetwork. Each access point created may be connected to only one node in the
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subnetwork. The access point acts as an extension of the node it is connected to and
allows alink in the backbone view to be connected to the subnetwork. After an access
point is created and after leaving the subnetwork view, the subnetwork icon in the
backbone view will have a dot on the edge of the icon for each access point created. This

isthe point where links in the backbone view are connected to the subnetwork.

[=‘ Subnetwork Detail

Hame Met] 086 lcon IAleaLa}luutlcon :!
Traflic zcale |1.l]l]l]l]l]

Packet routing protocol RIP Minimum Hop i -

Call routing protocol Minimum Hop ‘% -
Packet link util. update interval [zec] 5.00

Figure 8.2 Subnetwork Detail Window

D. WIDE AREA NETWORK (WAN) CLOUDS

The WAN cloud provides an abstract method of modeling wide area networks
which provides an alternative to modeling aWAN explicitly using router nodes, ATM
switch nodes, and point-to-point links. The WAN cloud behaves similarly to the link
objectsin that it delivers frames and models a delay of these frames across the network.
The cloud’s internal structure is defined using access links and virtual circuits. The
access links provide the point-of-presence to the WAN cloud. The virtual circuits are
optional within the cloud, but may be used to specify the grade of service that frames sent
across the cloud will receive.

A WAN cloud may be created by either using the toolbar or by choosing the
Cloud option from theCreate menu. Manipulation of the WAN cloud is similar to
manipulating a subnetwork. To edit the detail of a cloud, the cloud icon must first be
selected using the mouse, and@ietail option then chosen from tlaglit menu. The
window shown in Figure 8.3 will appear when this is done. Within this window, the
parameters field allows selecting the parameter set which governs the framing

characteristics and discard eligibility of frames traversing the network. The interval for

171



mean statistics field specifies in seconds the interval over which statistics on the burst
sizeis collected when running a simulation. Thisinterval may be changed while running
asimulation to adjust the sampling rate. The lower half of Figure 8.3 contains fields
which become activated when the enhanced model option is chosen for the parameter set
selected for the cloud. These fields may be used to define when changes in the congestion
level of the cloud will occur when running a simulation. The three congestion states
which may be modeled are normal, moderate, and extreme. The congestion state sets the
delay of frames across the cloud and the probability that a frame will be dropped within
the cloud. The simulation time that a state change is to occur may be specified along with
the time the change will take to occur and the time to recover from this change. State
changes from either moderate or extreme congestion will always be back to a state of
normal congestion. The probability of extreme congestion may also be specified. A
random number is pulled from a uniform (0,1) distribution and compared to the extreme
congestion probability to determine what the next state will be. In essence, these
parameters allow modeling delays on a network due to additional traffic without having
to model the traffic itself.

= Cloud Detail
Mame Elﬂud2 lcon Icluudz_icn |£I
Type WAN Cloud

5]
Parameters ATH E - I
Interval for mean stats [zec] |1.l]l]l]

Congeszstion State Modeling [See YL Congestion Parameterz]

I Congestion Timing .. I
Time of next state change [zec] 0.000000
Current congestion Mormal |£I

Figure 8.3 Cloud Detail Window
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To define the internal structure of the WAN cloud either double click on the
WAN cloud icon or select the icon and then choose the Enter option from the Edit menu.
A clear work areawill appear which allows creating the access links and virtual circuits
within the cloud. To return back to the backbone view, either double click on the

background in the work area or select the Leave option from the View menu.

1. WAN Cloud Parameter Sets

A WAN cloud parameter set defines the framing characteristics which are used
within the cloud, the probability of frames being dropped within the cloud, and the delays
associated with traversing simulated switches in the cloud. The parameter set may be
defined by pressing the “..” button next to the parameter field in the cloud detail window.
This will cause the window shown in Figure 8.4 to appear. The fields of this window

govern the operating characteristics of the cloud and are used for the following purposes:

= WAN Cloud Parameters
Parameter get name I

Seszion limit 1024

Frame min [bytes] 13

Frame max [bytes] 1108

Frame overhead [bytez] 12

Frame Priority m YC Behavior._. l

Figure 8.4 WAN Cloud Parameters Window

» Session limit: Specifies the number of sessions which may be concurrently

routed through the cloud at a single time.
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* Frame Min, Max, and Overhead: These fields specify the maximum and
minimum payload capability and the associated overhead caused by the
encapsulation of packets which are to be sent across the cloud. The maximum
and minimum frame sizes are inclusive of the frame overhead.

» Frame priority: Specifies the manner that frames will be treated when arriving
at the access link buffer. The frame priority may be set to none which treats al
frames as equals, equal to the original frame priority, or based on the discard

eligibility of the frame.

The behavior of the Virtual Circuits within the cloud may be further defined by clicking
on the VC Behavior button. Thiswill cause the window shown in Figure 8.4ato appear.
The fields of thiswindow govern the operating characteristics of the cloud and are used

for the following purposes

= VC Behawvior

General

If no direct ¥C iz defined I Aszzume a direct unconztrained ¥C :I
Routing interval [zec] Inune E E

-Congestion [varies by cloud's congestion states]

Frame Drop Prob. DE Drop Prob. Delay/switch [ms]
Hormal 0.00000000 | |0.00000000 10.0 E
Moderate 0.00000000 | |0.00000000 10.0 E
Extreme 0.00000000 | |0.00000000 10.0 E

Stream H# Iﬂ
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Figure 8.4a Behavior of WAN Cloud Virtua Circuits

* If nodirect VCisdefined: Assume adirect unconstrained VC is the default
mode for the behavior of traffic inside a cloud. The other option isto Multiply
transit cloud along VCs.

* Routing Interval: Used with the enhanced modeling option to specify a
random interval between the updating of the number of switches presentin a
virtual circuit. Thisfeature is used to model variation as aresult of varying
lengths across different paths within a network.

» Delay/switch: Used to specify the delay aframe will incur asit traverses
switchesin avirtual circuit. The delay may be modeled as a constant or by
using a statistical distribution. Different values may be specified for the three
congestion levels when enhanced modeling is used.

» Frame drop probability: Specifies the probability of aframe being dropped by
the network based on the congestion state of the cloud and the discard
eigibility (DE) of the frame.

2. Cloud AccessLinks

The cloud access link is used to model the access line from alocal area network to
the wide area network’s point of presence. Access links are created within the WAN
cloud by either using the point-to-point link icon on the toolbar or by selecting the
Cloud/Access Link option from theCreate menu. Each access link created must be
attached to an access point. The access point is an extension of the access link which
allows connecting the access link to a node in the backbone view.

Editing an access link will cause the window shown in Figure 8.5 to appear. The
fields of this window set the high level operating characteristics of the access link and are

used for the following purposes:
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= Cloud Access Link Parameters

Name IDEFAULT

Number of circuits 1
Entry [Ingresz] BW /circuit [kbps) 56.000
Exit [Egrezz] BW fcircuit [kbps] 56.000
Propagation [mz] 0.000

| Exit [Eqgress] Buffer... I

Figure 8.5 Cloud Access Link Parameters Window

* Number of circuits: Specifiesthe total number of circuits modeled by the
access link.
» Entry and Exit bandwidth / circuit: Specifies the transmission rate to and from
anode and the WAN cloud.
» Propagation: Used to model the delay from the local area network to the wide
area network’s point of presence.
The following fields as defined by clicking on tBet (Egress) Buffer.. of the Cloud
Access Link shown in Figure 8.5a. That (Egress) Buffer controls the buffering that is
available at the input side of the exit part of the access link. A particular access link may
be connected to several virtual circuits that deliver frames at the same time, in which case
the frames may have to queue to wait for the earlier frames to get transmitted. This buffer
is sorted by priority of the frames (the method for determining frame priority is set in the

cloud parameter set.
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= Cloud Exit [Egress] Buffer

~Buffer Parameters

Buffer limit Iﬂ

[¥ Use unlimited buffer

Buffer umts Bytes IEI
Buffer definition Per Access Link E
Buffer policy Default Iil
Parameters DEFAULT E » I

~Early Packet Dizcard/Partial Packet Dizscard

Buffer threshold [buffer units] I1l]l]l]l]l]l]l].l]l]l]

Dizcard type IW :I

| Return I

Figure 8.5a Cloud Exit (Egress) Buffer Parameters

» Buffer limit: If this value is exceeded then the buffer will block incoming
frames.

* Useunlimited buffer: If this box is checked there is no buffer limit and the
buffer will always accept incoming frames.

» Buffer units: The buffer size can be specified in either packets or bytes.

» Buffer definition: The buffer may be separate for each VC (Per VC) or just a
single buffer for the whole access link (Per Access Link).

» Buffer policy: There are three choices for controlling how theExit (Egress)
Buffer admits packetsinto its buffer - Default, Threshold, & Preemption. For a
more detailed description please review the section on Buffer Processing in
the COMNET Il User’'s Manual.

» Buffer threshold (buffer units): Specifies at what level of buffer congestion the

logic for Early Packet Discard and Partial Packet Discard will become active.
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» Discard type: Early packet discard and partial packet discard are options for

rejecting frames once a previous frame from the same packet is | ost.

3. Virtual Circuits
Virtual circuits are optional within the WAN cloud as long as the “Transmit Non-
VCs” box is checked for the parameter set chosen for the cloud. The main purpose of the
virtual circuit is to specify the traffic burst constraints which allows evaluating grade of
service for the wide area network. Burst constraints are set using the following
parameters:

» Committed Information Rate (CIR): The maximum sustained subscriber
throughput rate the network commits to supporting per virtual circuit. [Ref. 8].
CIR is expressed in units of kilobits per second.

» Continuous Burst Size (Bc): The maximum number of bits which are
committed or guaranteed to be transmitted over a burst interval if received
contiguously by the switch [Ref. 8].

» Excess Burst Size (Be): An additional number of bits above the Bc which will
be allowed to be transmitted if the bandwidth is available on the network
[Ref. 9].

* Burst Interval (Tc): The time interval over which the virtual circuit is
monitored for grade of service. The time interval is normally calculated as
Bc/CIR.

The burst constraints specified for a virtual circuit within COMNET 11l will cause one of
three things to occur to a frame entering the network when running a simulation. If the
frame results in exceeding the committed plus excess burst size, the frame is
automatically dropped. If the frame results in a burst size only greater than the committed
burst size, the frame is marked as discard eligible (DE). If less than the committed burst
size, the frame is marked as normal.

Virtual circuits may be created only within the WAN cloud and are used to

connect two access links within the cloud. They provide data flow in only one direction.
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Thus, for two way data flow, two virtual circuits connected in opposite directions would
need to be modeled. Virtual circuits are created by either using the toolbar, or by choosing
the Cloud VC option from the Create menu. Editing of the virtual circuit will cause the

window shown in Figure 8.6 to appear.

Hame I lcon Icluudvc.icn IEI
Type Frame Relay ¥C IEI
Parameters DEFAULT .. I

Figure 8.6 Cloud Virtua Circuit Window

To edit the Virtual Circuit parameter set shown in Figure 8.6a click on the “..” (double

dot) button to the right of the Parameters field.
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= Cloud ¥C

Name |DEFAULT

[¥ Use CIR
Committed Info. Rate [kbps] 56000000
Committed burst zize, Be [kb] 56
Excess burst size, Be [kb] 56
[1 kb =1000 bitz )
Burst Type Sliding Windowed |£I
Mark DE Frames Uszesz Algorithm

[ Hever Drop Due To Excess Burst

Propagation delay [ms] 0.000

No. of switches m | . I

The fields associated with the Cloud VC window are used for the following purposes:

Committed Information Rate (CIR): Specifies the maximum sustained

throughput of the virtual circuit in kilobits per second. This value, along with

the committed burst size value, provides the default method for calculating the

burst interval. If enhanced modeling is used and the “Use CIR in VCs” box is
not checked in the WAN cloud parameters window, this field changes to allow
explicit setting of a burst interval.

Committed burst size: Specifies the threshold on burst size above which
frames will be marked as discard eligible.

Excess burst size: Specifies the threshold above the committed burst size
which will cause frames to be dropped immediately if exceeded.

Burst type: Sets the type of burst measurement used: leaky bucket, jumping
window, or sliding window.

Mark DE Frames: This option allows you to bypass the traffic policing when it

is know that a certain type of traffic will never (or always) be set to discard

180



eligible. The options for bypassing the algorithm for setting discard eligibility
of packets are to aways set the DE flag or to never set the flag.

Never Drop due to Excess Burst: Thisis a checkbox for preventing the
algorithm from rejecting any excess traffic that occurs after the burst exceeds
the committed plus excess burst size.

Propagation delay: Used to set a delay which models the time required for a
frame to traverse the distance between access links.

Number of switches: Used to set the number of switches the path of the
virtual circuit may contain when enhanced modeling is used. Otherwise, the
number of switchesis assumed to be one.

Show burst size: Checking this box will cause the burst size of the virtual
circuit to be displayed in the work area when running a simulation. Thisvalue

is updated based on the update interval specified in the cloud detail window.

E. PACKET ROUTING PROTOCOLS

As packets traverse the networks defined in the backbone and subnetwork views

created, routing decisions must be made for a packet to reach its final destination. The

routing protocols which are built into COMNET Il include:

IGRP

Link-State Shortest-Path First
RIP Minimum Hop
Minimum Penalty

Shortest Delay

User-Defined Routing Tables

Different routing protocols may be defined for the backbone network and for each

subnetwork. Routing protocols are set for the backbone network by choosing the

Backbone Properties option from the Define menu. Thiswill bring up the window shown

in Figure 8.7 which allows setting the packet routing protocol to be used at the backbone

level and the interval for updating routing tables when running a simulation. Subnetwork

routing protocols and update intervals are set in the subnetwork detail window as show in

Figure 8.2.
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When asimulation isfirst started, each node in the model calculates al possible

routes to other nodes within its subnet. A routing table is then created which lists the hops

= Backbone Properties

Traffic scale 1.00000

Packet routing protocol RIP Minimum Hop IEI »
Call routing protocol Minimum Hop »
Packet node util. update interval [sec] 5.00

Packet link util. update interval [zec) h.00

[ Include app queueing delay in meg delays

| oK I | Comments. I | Cancel I

Figure 8.7 Backbone Detail Window

required along a given path to reach a destination. The hops are weighted based on the
routing protocol chosen. When a packet requires routing, the hopsin the table are
evaluated in the order in which they appear in the table using the following logic:

» Thehop limit for the routing class must not be exceeded.

» Both the node and the link associated with a hop must be up.

* The hop must not return to a previously visited node.

» |If asession setup packet is being routed, the link and next node must be under

there session limit.

If the tests for a hop are passed, the packet is attempted to be routed along that path.
Similar decisions occur at each node along the path until the packet reaches its
destination. If the first hop did not pass the test, the other hops are evaluated in sequential
order until ahopisfound. If al hopsfail, the packet is blocked.

Several of the routing protocols allow specifying a deviation percent which may
be used to balance traffic load among several links. The deviation percentage sets similar
hops whose weighting factor falls within the deviation percent to the same weighting
factor. These hops are then aternated in around robin order to balance the loads between
the links.
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1. IGRP
The IGRP method cal culates weighting factors in the routing tables based on a
link’s bandwidth, utilization, and delay. The weighting factors are calculated using the

following equation:

K1 * bandwidth factor + K2 * bandwidth factor/(256 - load) + K3 * delay factor

K1, K2, and K3 are specified by the routing class of a packet. The default
values are 1, 0, and 1, respectively.

»  Bandwidth factor = 1¥/bandwidth

* Load = utilization percent * 255

* Delay factor = link delay in units of 10 microseconds

2. Link-State Shortest-Path First

The Link-State Shortest-Path First protocol calculation of hop weighting factors is
based on penalty tables applied to the links in the model. Only the penalty values of the
first line of the penalty table are used. The weighting factor of each hop remains constant
throughout the entire simulation. The deviation percent is used with this routing protocol

based on the penalty calculated for a hop.

a. Penalty Tables

The penalty table allows a method of applying penalties to links. The
penalty values used may represent the distance covered by the link, cost of using the link,
or any other metric needed to be modeled. The penalties applied to a link may be based
on either the routing class of the packet, the link delay, or the link utilization. The penalty
tables created are applied to a link by specifying the penalty table to be used in the port

which is attached to the link.
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Penalty tables are created by choosing the Routing Penalties option from
the Define menu. Thiswill cause the window shown in Figure 8.8 to appear. By pressing
the Add button in this window, the window shown in Figure 8.9 will appear which
allows creating the penalty table. The threshold field allows entering the values based on
link utilization or delays. Penalties based on the routing class may be set for each
threshold value defined. A default column is always present which applies a penalty to

each routing class listed unless a different penalty value is assigned.

I= Packet Routing Penalties

Add.__.
Edit.__.

Aemove
Done

Figure 8.8 Packet Routing Penalties Window

Mame Im | 1] 4
| Cancel
E dit Entry: I
Threshhold | Default Standard | Insert How
0.000000 1 i i i | Delete Row

Figure 8.9 Packet Routing Penalty Table Window

3. RIP Minimum Hop
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RIP Minimum Hop calculates weighting factors based on the number of hops
required along the path of a packet from its origin to its destination. The first route
available with the lowest hop count is used. The deviation percent is based on the total

hop count of aroute.

4. Minimum Penalty

Minimum penalty routing cal culates weighting factors based on penalty tables
applied to links. It is similar to Open-State Shortest-Path First routing except all rows
defined in a penalty table are used in determining weighting factors for a hop. The hop
weighting factors are calculated at the beginning of a simulation and are updated based on
theinterval set in the subnetwork or backbone detail windows. Deviation percent is
based on the penalty metric used for the route.

5. Shortest Delay

Shortest Delay routing cal cul ates weighting factors based on the packet delays
experienced on alink. Routing tables are updated to account for congestion changes on a
link based on the interval specified in the subnetwork or backbone detail windows.
Deviation percent is based on the total link delay of all hops along aroute.

6. User-Defined Routing Tables

When user-defined routing is used, routes are selected based on routing tables
created at nodes in the model. To create the routing tables, the user-defined routing option
must first be selected in the backbone or subnetwork detail window. This activates the
Packet Routing Table button in the node detail window for ATM switch, router, and
computer and communication nodes. When this button is pressed, the window shown in
Figure 8.10 will appear. By highlighting a destination in this window, routes to that
destination may be specified after pressing the Edit Selected button which will cause the
window shown in Figure 8.11 to appear. The left half of thiswindow is used to define
various routes, specify the routes as either primary or secondary routes, and to specify the

order in which these routes are placed in the table which affects the order in which routes
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are looked at when running a simulation. The right half of the window allows building the

routes which are desired to be specified. When more than one route is set to a destination,

= Packet Routing from 5C SWITCH

Humber of Routez by Destination and Routing Clazs

Destination | MBONE 1 | MBONE 6 | Standard
MOMTEREY.MPS2 MBC 0 0 0
SAN FRANSISCO.STAN 0 0 0
SANTA CRUZ.UCSCZ k 0 ‘0 0
«] | -

You have zelected routes for MOMTEREY _HP5Z2 MBONE ROUTER / MBONE 1

| Edit Selected |

Figure 8.10 Packet Routing Table Window
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= Edit Routes

Routes from 5C S%WITCH [for routing clazz: MBOMNE 1]
to MOMTEREY HP52 MBOME ROUTER Hopsz for Selected Route

| Add Before | Copy Selected | Move Up Add to End I | Cut from End I
| Add to End | Cut Selected | Move Down

| Add After | [PInmary/[S]econdary I Pozsible Hext Hops

to SANTA CRUZ.UCSCZ2 MBOME R
to 5.F. SWITCH via 5C - 5.F.
to MONTEREY SWITCH via S5C - MI(

X Avoid Backiracking

Figure 8.11 Edit Routes Window

selection criteriais required to determine which route will be used. The selection criteria

may be based on the following options:

*First Available Route

* Maximum Unused Bandwidth
*Minimum Delay

e Minimum Queue

e Minimum Sessions

*Random List

*Round Robin

F. PROBLEM STATEMENT AND ANALYSIS

Desktop video conferencing using the multicast backbone (MBONE) is becoming
highly popular especialy in university environments as the availability of workstations
with adequate processing power and built-in audio capability are becoming more
common. Frame relay is also becoming a common method of packet switching for public

and private wide area networks, but has not been tested for use as part of the multicast
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backbone. In order to determine if frame relay would be a suitable method of transport
between local area networks, a what-if scenario is used to determine the probable delays
in transmission of multicast video packets across aframe relay network. Discussion with
Professor Donald P. Brutzman of the Naval Post Graduate School who has done
extensive research in the multicast backbone indicated that delays in areaof 1 second are
usually tolerable when receiving multicast video.

The multicast packets generated from desktop video conference sessionson a
local area network are first sent to network’s multicast router. The multicast router then
retransmits the packets to all nodes in the network and to other multicast routers on
separate local area networks. The connections between different multicast routers are
defined by specifying virtual tunnels within the wide area network. A major concern with
the transmission of multicast packets is the possible flooding of a network with multicast
packets. To control this problem, the multicast backbone utilities available require setting
a time-to-live for packets generated by each session. A time-to-live of 16 would limit
packets to a campus-sized area, while a time-to-live of 127 to 255 could send the packets
worldwide [Ref. 9].

To model the possible use of a frame relay wide area network, two separate
models will be built. One model will use a WAN cloud to model the wide area network,
and the other will use ATM switch nodes and point-to-point links to build the network.

To model the generation of video packets, the data used and discussed in Chapter VIl will
be used. Three separate local area networks connected by the wide area network will be
modeled. Each local area network will consist of a two nodes generating video packets
and a multicast router attached to a FDDI network. Two message sources will be used to
model the routing required by the multicast router. One message source will model the
routing of packets received from the wide area network. The other message source will
model the routing of video packets generated within the local area network.

A problem with modeling multicast video packets in COMNET Il is that the
application does not have a method of specifying a time-to-live of a packet. A method to
work-around this problem is to use routing classes to specify a hop limit for a routing

class which will minimize the total distance a packet may travel.
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The message generator used to create video packetsis based on the data collected
from aworkstation set to transmit video packets at arate of 128 kbps. As two nodes each
will be generating packets within alocal area network, the tunnel from the network to the
wide area network and the links in the wide area network will be modeled as having a
transmission rate of 256 kbps. The tunnel from the wide area network to the local area

network will be modeled as having atransmission rate of 512 kbps.

G. BUILDING THE NETWORK MODELS

Three separate models will be built to model the transmission of video packets
across aframe relay wide area network. The first model will be used to create the local
area networks and message sources. This model will then be used in the two other models
where the wide area network will be added. One of the models will use the WAN cloud to
model the frame relay network. In the other model, the wide area network will be built

using ATM switch nodes and point-to-point links.

1. Defining Computer and Communication Node Parameter Sets
The computer and communication parameter set defined will be used for all
computer and communications nodes created in the model.
a) Select the Node ParametersComputer and Communications option from the Define
menu. In the computer and communications node parameters window which appears
press the Add button. Edit the following fields in the node parameter window which

appears:

Name: WORKSTATION
* Timedlice: Setto auniform distribution with a minimum of 10000 and a
maximum of 1000000. The stream value may be set to any integer from O to

99.
» Port processing default times: Set to 0.005 milliseconds for both input and
output.

2. CreatingtheLocal Area Network Topology
The local area network topology will be created within a subnetwork. Each of the

three local area networks which will be modeled in exactly the same manner.
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b)

d)

Create a subnetwork using the toolbar. Change the name of the subnetwork SANTA
CRUZ.

Enter the subnetwork and create a token passing link. Edit the parameters of the link
to the following:

* Name: UCSC FDDI

* Type: Token Passing

e Parameters: FDDI
Create three computer and communication nodes in the work area and edit the fields
in the node detail window for each to those values shown in Table 8.1. Attach each
node to the UCSC FDDI link.
Create an access point using the toolbar and attach the access point to the node
UCSC2 MBONE ROUTER.

Name Type Parameter
UCSC1 C&CNode | WORKSTATION
UCSC2 MBONE ROUTER | C&C Node | WORKSTATION
UCSC3 C&C Node | WORKSTATION

Table 8.1 Local Area Network Computer and Communication Node Parameters

3. Defining the NetVideo M essage Sour ce Tabular Distributions
The tabular distributions created will be used to describe the message size and

interarrival times of the NetVideo message source.

a)
b)

From the Define menu select the Tables option.
Press the Add button in the tabular distributions window, and edit the fields of the
table detail window to the following:

* Name: NVSIZE-TAB

» Tabletype: discrete

* Probabilities and Vaues: Enter the cumulative probabilities and packet size
from Table 8.2 into the probability and values fields respectively.

Packet Size (bytes) | Probability | Cumulative Probability
20 0.03 0.03
50 0.01 0.04
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d)

340 0.07 011
1050 0.13 0.24
1060 0.17 041
1070 0.13 0.54
1080 011 0.65
1090 0.09 0.74
1100 0.08 0.82
1110 0.06 0.88
1120 0.04 0.92
1130 0.03 0.95
1140 0.02 0.97
1150 0.01 0.98
1160 0.01 0.99
1170 0.01 1.00

Table 8.2 Packet Size and Probabilities

When all fields are entered, press the OK button at the bottom table detail window.
Then, press the Add button in the tabular distributions window to create the second
distribution.

Edit the fields of the table detail window to the following:

* Name: NVINTER-TAB

e Tabletype: discrete

* Probabilities and Vaues: Enter the cumulative probabilities and packet size
from Table 8.3 into the probability and values fields respectively.

When al fields are entered, press the OK button at the bottom table detail window.
Then, press the Done button in the tabular distributions window to create the second

distribution.

Packet Interarrival Time (seconds) | Probability | Cumulative Probability
0.01 0.022 0.022
0.02 0.015 0.037
0.03 0.018 0.055
0.04 0.076 0.131
0.05 0.052 0.183
0.06 0.107 0.290
0.07 0.294 0.584
0.08 0.172 0.756
0.09 0.022 0.778
0.10 0.008 0.786
0.11 0.012 0.798
0.12 0.008 0.806
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0.13 0.046 0.852
0.14 0.069 0.921
0.15 0.025 0.946
0.16 0.005 0.951
0.17 0.002 0.953
0.18 0.004 0.957
0.19 0.003 0.960
0.20 0.015 0.975
0.21 0.015 0.990
0.22 0.002 0.992
0.25 0.001 0.993
0.26 0.003 0.996
0.27 0.002 0.998
0.28 0.002 1.000

Table 8.3 Packet Interarrival Times and Probabilities

4. Defining Routing Classes
The routing classes defined using the following steps will be used to specify hop

limits for the multicast packets generated by the routing and generation of multicast video

packets.

a)

b)

From the Define menu select the Routing Class/ Packets option. In the packet routing
classes window which appears, press the Add button.
Edit the following fields in the packet routing class window.

« Name: MBONE 1
* Hoplimit: 1
When all fields are entered, press the OK button in the packet routing class window.

Then, press the Add button in the packet routing classes window again.
Edit the following fields in the packet routing class window.
* Name: MBONE 6
* Hoplimit: 6
When all fields are entered press the OK button in the packet routing class window.

Then, press the Done button in the packet routing classes window.

192



5. Creating the NetVideo M essage Sour ce
The NetVideo message source will be used to model the broadcast of multicast
packets for desktop video conferencing.
a) Create a message source, and edit the fields of the message source window to those
shown in the following list. Figure 8.12 depicts the message source window upon
completion.

* Name: UCSC NET VIDEO

» Schedule by: Iteration time

* Interarrival: NVINTER-TAB

* Message size calculation: Probability distribution
» Probability distribution: NVSIZE-TAB

e Priority: 1

* Routing class:. MBONE 1

» Trangport protocol: UDP/IP-Sun

» Packetize: 0.05 milliseconds

* Message text option: Copy message name

» Destination type: Set to multicast list, and create alist containing only the

node UCSC2 MBONE ROUTER.
Hame U[:S[: NET ¥IDED lcon Iicn_msg :E
Schedule by Illeralinn time |EI | i Horeived Hovsanss. I
Armval imes [seconds]:
Priorit |1
Interarrival [NVINTER TAB E o
. ) 1 Routing class MBOME 1 EI =
First arrival Inune - .
. — 1 Trans protocol UDP/IP - Sung =
Last arrival inune N — .
= : Packetize [ms) 0.05 E =
Rec mza delay I 3 ;
Mzg size calc lehahiIily distribution IEE Mzg size units |Bytes :I
Prob distiib NVSIZE-TAB ]
A
B
Mzg text option Copy meszage name |£I Dest type IMuIlicast list LE!
Mzg text I | Edit Destination List... I

Figure 8.12 NetVideo Message Source
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b) When all fields have been entered, press the OK button at the bottom of the message

source window.

c) Create aclone of the NET VIDEO message source.

d) Attach one copy of the message source to the node UCSC1 and the other to the node
UCSCs.

6.

Creating the Multicast Routing M essage Sour ces

The multicast router will route packets both within the local area network and to

other multicast networks across the wide area network. Two message sources are

necessary to model routing both in and out of the local area network. The following steps

outline the steps for creating these sources:
a) Create a message source and attach it to the node UCSC2MBONE ROUTE.

b) Edit the fields of the message source window to those shown in the following list.

Figure 8.13 depicts the message source upon completion.

Name: UCSC MBONE INT ROUTING

Schedule by: Received message. The received message list will be created
later.

Priority: 1

Routing class:. MBONE 1

Transport protocol: UDP/IP-Sun

Packetize: 0.05 milliseconds

Message size calculation: (A * Msg bytes) + B

A: 1.000

B: 0.000

Message text option: Use original message

Destination type: Set to multicast list, and create alist containing only the
nodes UCSC1 and UCSC3.
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0)

d)

Hame UCSC MBOME INT ROUTING Icon Iicn.msg :i
Schedule hy IHeceived message [EI | Edit Received Meszages. . I
Arnival times [seconds):
Priarity |1
Interarmyal I i || o : MEDNE 1
1 outing class 5
First armival I - 1
: = . Trans protocol UDP/IP - Sun :i =
Last armrival I ” : — 1
3 1 Packetize [ms] 0.05 .
Rec mzg delay Innne E B J
Mzg zize calc I[ﬁ\ % Msg bytes] + B Mg size units Bytes -
Prob distnib i | I
A 1.000
B 0.000
Mzg text option Use original messageLﬂ Dest type lMuIticast list LE!
Mzg text I | Edit Destination List.__ I

Figure 8.13 MBONE INT ROUTING Message Source

When all fields are entered, press the OK button at the bottom of the message source
window.

Create a copy of the UCSC MBONE ROUTING message source and attach the copy
to the node UCSC2 MBONE ROUTER. Change the following fields of this message
source:

*  Name: UCSC MBONE EXT ROUTING
* Routing Class: MBONE 6

Theinternal structure of the first local area network is now completed with the
exception of defining the received message lists and destinations for the message
sources which will be used for routing. The view inside the SANTA CRUZ
subnetwork should look similar to that of Figure 8.14.
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J_/- .,
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B UCses MEEINE R

LESCMBOME EXT ROUTING

Figure 8.14 Subnetwork Model View

7. Creating the Other Local Area Networks

The two other local area networks are identical to the local area network created

inthe SANTA CRUZ subnetwork. These additional networks will be created by cloning
the SANTA CRUZ subnetwork and then renaming the nodes inside the subnetwork.

3)
b)

c)

d)

Leave the SANTA CRUZ subnetwork view to return to the backbone view.

Select the SANTA CRUZ subnetwork and make two clones of this subnetwork.
Rename the cloned subnetworks MONTEREY and SAN FRANCISCO.

Enter the MONTEREY subnetwork and rename the nodes and message sources
within the subnetwork to those shown in Table 8.4. After all the nodes and message
sources have been renamed in the MONTEREY subnetwork, |eave this subnetwork
and enter the SAN FRANCISCO subnetwork. Rename all of the nodes and message
sources in this subnetwork to those shown in Table 8.4.

The received message lists and destination list for each message source created are
listed in Table 8.5. Enter and leave the subnetworks as necessary to create these

received message lists and destination lists.
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SANTA CRUZ Subnetwork

MONTEREY Subnetwork

SAN FRANCISCO

Name Name Subnetwork Name
UCSC1 NPS1 STANFORD1
UCSC2 MBONE ROUTER NPS2 MBONE ROUTER STANFORD2 MBONE
ROUTER
UCSC3 NPS3 STANFORD3

UCSC NET VIDEO

NPSNET VIDEO

STANFORD NET VIDEO

UCSC MBONE INT

NPSMBONE INT

STANFORD MBONE INT

ROUTING ROUTING ROUTING
UCSC MBONE EXT NPS MBONE EXT STANFORD MBONE EXT
ROUTING ROUTING ROUTING

Table 8.4 Subnetwork Node and Message Source Names

Message Source Received Message List Destination List
UCSC NET VIDEO N/A UCSC2 MBONE ROUTER
UCSC MBONE INT NPSNET VIDEO, UCSC1, UCSC3
ROUTING STANFORD NET VIDEO
UCSC MBONE EXT UCSC NET VIDEO NPS2 MONE ROUTER,
ROUTING STANFORD2 MBONE
ROUTER, UCSC1, UCSC3
NPSNET VIDEO N/A NPS2 MBONE ROUTER
NPS MBONE INT UCSC NET VIDEO, NPS1, NPS3
ROUTING STANFORD NET VIDEO
NPS MBONE EXT NPSNET VIDEO UCSC2 MONE ROUTER,
ROUTING STANFORD2 MBONE
ROUTER, NPS1, NPS3
STANFORD NET N/A STANFORD2 MBONE ROUTER
VIDEO
STANFORD MBONE UCSC NET VIDEO, NPS STANFORD1, STANFORD3
INT ROUTING NET VIDEO
STANFORD MBONE STANFORD NET VIDEO UCSC2 MONE ROUTER, NPS2
EXT ROUTING MBONE ROUTER,

STANFORD1, STANFORD3

Table 8.5 Received Message Lists and Destination Lists for Message Sources

e) Theloca area network topologies and the message sources are all now compl eted.

Verify the model. A list of errors will appear that should only contain errors stating

that the subnetworks are not connected to any links within the model. Save the model

using the name mbone6.c3 .

8. Modeling the Wide Area Network Using ATM Switch Nodes and Point-

To-Point Links
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The following section defines the steps for modeling the wide area network using

switches and point-to-point links. This model should look similar to Figure 8.15 upon

completion.

a)
b)

d)

<] o
SANTACRUZ

Save the model mbone6.c3 using the name mbone6a.c3 to create a new model.
Select the Node Parameter SATM option from the Define menu. Inthe ATM
parameters window which appears press the Add button. Edit the fields in the second
ATM parameters window which appears to the following:

*  Name: POP SWITCH
» Port processing default times: Set to 0.005 milliseconds for both input and
output.

Create and ATM switch node in the backbone view and edit the fields of the node
parameters window to the following:

* Name: SANTA CRUZ SWITCH
* Type: ATM Node
e Parameters: POP SWITCH

F.ACCESS  SAN FRAMSISCO

e
SANTA CRUZACCESS
g

x SC-5F. SF SWITCH
SCSWATCH

o

SC - MONTEREY .- MONTEREY

Ry

MOMTEREY Sw/ITCH

*Ie
MOMTEREY ACCESS

MOMTEREY

Figure 8.15 Model Backbone View
Create two copies of the SANTA CRUZ SWITCH ATM node. Rename these copies
MONTEREY SWITCH and S.F. SWITCH.
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€) Select the Link Parameters/Point-to-Point option from the Define menu. In the point-
to-point parameters window which appears press the Add button. In the library
selection window which appears choose default in the list.

f) Edit the fields of the point-to-point parameters window to the values shown in the
following list. Figure 8.16 depicts the parameter set upon completion.

» Parameter set name: 256 KBPS FRAME RELAY
e Number of circuits: 1

» Bandwidth/circuit (from node X): 256

» Bandwidth/circuit (from node Y): 256

e Framemin: 13

e  Framemax: 4108

e Frameoverhead: 12

= Point-To-Point Parameters
Parameter zet name 255 KBPS FRAME RELA
Packetz, Framesz, Cells Circuit-Switched Calls
Mumber of circuits 1 1
B andwidth/circuit [kbpz] 256.000 256000

[from node X]

B andwidth/circuit [kbpsz] I 256.000

[from node Y]

B andwidth rezerved for 1-hop calls [X) Il].l]l]l]l]l]l]l]

Propagation [ms] 0000
Seszion limit 1024
Frame min [bytez] 13
Frame max [bytesz] 4108
Frame overhead [bytes] 12

[ Frame assembly

Frame error prob I 0.00000000

[*¥ Automatically retransmit frame errors

Figure 8.16 256 Kbps Frame Relay Point-To-Point Link Parameter Set

g) Create asecond point-to-point link parameter set in the same fashion as the first using

the following values:
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h)

)

K)

e Parameter set name: 256/512 KBPS FRAME RELAY
*  Number of circuits: 1

» Bandwidth/circuit (from node X): 256

» Bandwidth/circuit (from node Y): 512

e Framemin: 13

 Framemax: 4108

* Frameoverhead: 12

Create a point-to-point link and attach the link to the SANTA CRUZ subnetwork and
the SANTA CRUZ SWITCH node. Edit thefieldsin the link detail window of this

point-to-point link to the following:

* Name: SANTA CRUZ ACCESS

* Type: point-to-point

o Parameters. 256/512 KBPS FRAME RELAY
Create two copies of the SANTA CRUZ ACCESS link. Rename one copy
MONTEREY ACCESS and attach it to the MONTEREY SWITCH node and the
MONTEREY subnetwork. Rename the other copy S.F. ACCESS and attach it to the
S.F. SWITCH node and the SAN FRANCISCO subnetwork.
Create another point-to-point link and attach it to the SANTA CRUZ SWITCH and
MONTEREY SWITCH nodes. Edit the fields of the link detail window to the
following:

* Name: SC- MONTEREY
* Type: point-to-point
* Parameters. 256KBPS FRAME RELAY

Create two copies of the SC - MONTEREY link. Rename one copy S.F. -
MONTEREY and attach it to the MONTEREY SWITCH node and the S.F.
SWITCH . Rename the other copy SC - S.F. and attach it to the S.F. SWITCH node
and the SANTA CRUZ SWITCH.

The second model is now completed. Verify and save the model.
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9. Modeling the Wide Area Network Usinga WAN Cloud

The following steps outline the method for modeling the frame relay wide area

network using aWAN cloud. The backbone view of the model should look similar to

Figure 8.17 upon compl etion.

b)

d)

SaMTA CRUZ

FRAME RELAY WM G!'
MOMTEREY

Figure 8.17 Model Backbone View

Open the model mbone6.c3 and save it using the name mbone6e.c3 .

Create aWAN cloud and placeit in the work area. Select the cloud and choose the
Detail option from the Edit menu. Edit the following fieldsin the cloud detail
window:

* Name: FRAME RELAY WAN

* Type: WAN Cloud

* Parameters. Frame Relay
Enter the WAN cloud.
From the Define menu choose the WAN Cloud parameters/Access Link option. Edit
the fields in the cloud access link parameters window to the values shown in the
following list. Figure 8.18 depicts the access link parameter window upon
completion.

» Parameter set name: 256/512 KBPS ACCESS
e Number of circuits: 1

* Entry bandwidth/circuit: 256

e Exit bandwidth/circuit: 512

o Exit buffer: 16834

201



f)

9)
h)

= Cloud Access Link Parameters

Mame 255:512 KBPS ACCESS

Mumber of circuits

Entry [Ingress] BW fcircuit [kbps]

Exit [Egress] BW fcircuit [kbpsz]

Propagation [mz]

1
256.000
512.000
0.000

Exit [Egrezs] Buffer...

Cancel

Figure 8.18 Cloud Access Link Parameter Window

Create an access link within the WAN cloud. Edit the following fields in the access

link window:

*Name: SANTA CRUZ

* Parameters: 256/512 KBPS ACCESS

Create two copies of the SANTA CRUZ access link. Rename the links MONTEREY

and SAN FRANCISCO.

Create three access pointsin the WAN cloud. Attach one to each of the access links.

Create one virtua circuit in the WAN cloud. Edit the fields for this circuit to the

values shown in the following list. Figure 8.19 depicts the circuit parameters upon

completion.
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= Cloud ¥C
Name sn: TO MONTERE

¥ Uze CIR
Committed Info. Rate [kbps] 256_000000
Committed burst size. Be [kb] 255—
Excess burst size. Be [kb] 2
[ 1 kb = 1000 bits )
Burst Type Sliding Windowed |EI
Mark DE Frames Uszesz Algorithm

[T Mever Drop Due To Excess Burst

Propagation delay [mz] 0000

Mo. of switches none » I

Figure 8.19 Virtual Circuit Parameters

¢ Name: SC TO MONTEREY

e Committed info rate: 256

» Committed burst size: 256
 EXxcesshurst size: 2

e Show burst size box: checked

i) Createfive clonesonthe SC TO MONTEREY virtua circuit. Rename the circuits
according to the names shown in Table 8.6 and connect the access point as listed in
the same table. It isimportant that the virtual circuits be connected as per the table as
they are one way circuits. Figure 8.20 depicts a view of the interior of the WAN cloud

with all access links and virtual circuits defined.

Name From Access Link To Access Link
SC TO MONTEREY SANTA CRUZ MONTEREY
MONTEREY TO SC MONTEREY SANTA CRUZ
MONTEREY TO S.F. MONTEREY SAN FRANCISCO
S.F. TO MONTEREY SAN FRANCISCO MONTEREY
SCTOSF. SANTA CRUZ SAN FRANCISCO
SF.TOSC SAN FRANCISCO SANTA CRUZ

Table 8.6 Virtua Names and Access Link Connections
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Figure 8.20 Model WAN Cloud View

]) Leavethe WAN cloud and attach each of the access points of the WAN cloud an
access point on one subnetwork.

k) Thismodel is now completed. Verify and save the model.

H. SSMULATION AND RESULTS
For each model, one simulation replication was run for each model using a
simulation time of 60 seconds and a warmup length of 5 seconds. Prior to running the
simulation the following reports were sel ected:
* Link Reports. Channel Utilization for al links in both models.
*  WAN Cloud Reports: Frame Delay by VC, Frame Count by VC, and Access
Link Statistics for the model containing the WAN cloud.
* Message and Response Source reports. Message Delay for al message sources
in both models.

The results of the two simulations in determining the delay across the wide area

network differed by 15 milliseconds. The WAN cloud model had an average delay across
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the network of 62 milliseconds while the total average delay across al linksin the wide
area network was 77 milliseconds. Both simulations showed that the ability of the
multicast router to process and resend packets very rapidly will greatly affect the delays
of the video packets. The simulations do show that the transmission of video packets
across aframe relay network should be possible. Which method of modeling the wide
area network is better? The simulation results for both were fairly close. The main
advantage of using the WAN cloud to model the network is the ease of making a simpler
model and the ability of the cloud to specify the grade of service of the virtual circuits

which point-to-point links cannot provide.
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I X. CONCLUSION

A. SUMMARY

The purpose of this thesis was to provide a hands-on tutorial to alow users of the
COMNET Il1 application to quickly ramp up on the capabilities which this application
provides to model and ssimulate local and wide area networks. The COMNET I11 Users
manual contains complete information on the theory and capabilities of each object, but it
presents no logical structure for understanding the manner in which these objectstie
together when modeling a network.

Each chapter presents the theory of several objects which are available for
modeling networks, presents a network problem which relates to the objects discussed,
and provides instruction to build a model to demonstrate the ability of COMNET 111 to
anayze network problems. The goal of each model, when possible, was to use
information which was gleaned from actual networks present on the Naval Postgraduate
School campus. The primary networks from which data was gathered was the Systems
Technology Lab’s ethernet and fiber distributed data interface (FDDI) networks. The
gathering of data was performed using the Snoop protocol analyzer program or by
conducting interviews with network managers to obtain estimates of the types of traffic
on the network, current network problems, and commonly used applications which are

used on computers attached to the network.

B. COMNET Il APPLICABILITY WITHIN THE MILITARY

If the current trend toward the use of commercial technology for the development
of military networks continues, COMNET Il could have wide applicability in assisting in
the design and performance analysis of packet-switched and local area networks used by
the military. Operation Desert Shield/Desert Storm provides good evidence that this trend
will continue as military personnel brought not only the weapons necessary to fight the
war but also their personal computers. To meet the information needs in this conflict,

Hewlett Packard workstations were used to act as gateways for ad hoc wide area networks
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and local area networks which provided connectivity between personal computers used by
the CENTCOM staff.

The other mgjor factor which makes simulation of networks a needed tool
available within the military is the shrinking Department of Defense budget combined
with an increased dependence within the military on the ability to transfer information to
any level that it may be needed in a timely manner. COMNET III's graphical user
interface allows users to quickly develop network models which may be used to assess
high level performance measures of a network. Proposed network designs could be
modeled to assess their suitability and reliability in delivering data and necessary
adjustments made prior to a network being physically built. This would provide great cost

saving in minimizing network modifications.
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