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Abstract—The most common aim in designing a survivable net-
work is to achieve restorability against all single span failures, with
a minimal investment in spare capacity. This leaves dual-failure sit-
uations as the main factor to consider in quantifying how the avail-
ability of services benefit from the investment in restorability. We
approach the question in part with a theoretical framework and
in part with a series of computational routing trials. The compu-
tational part of the analysis includes all details of graph topology,
capacity distribution, and the details of the restoration process, ef-
fects that were generally subject to significant approximations in
prior work. The main finding is that a span-restorable mesh net-
work can be extremely robust under dual-failure events against
which they are not specifically designed. In a modular-capacity en-
vironment, an adaptive restoration process was found to restore as
much as 95% of failed capacity on average over all dual-failure sce-
narios, even though the network was designed with minimal spare
capacity to assure only single-failure restorability. The results also
imply that for a priority service class, mesh networks could provide
even higher availability than dedicatedl+1 APS. This is because
there are almost no dual-failure scenarios for which some partial
restoration level is not possible, whereas with 31 APS (or rings)
there are an assured number of dual-failure scenarios for which the
path restorability is zero. Results suggest conservatively that 20%
or more of the paths in a mesh network could enjoy this ultra-high
availability service by assigning fractional recovery capacity pref-
erentially to those paths upon a dual failure scenario.

Index Terms—Availability, mesh networks, network fault toler-
ance, network reliability, optical transport networks, protection
and restoration, reconfiguration.

I. INTRODUCTION

T

are said to be “fully restorable,’

relatively thorough and exact mathematical models for quantifi-
cation of path availability [1]-[3], but for mesh-restorable net-

works the problem of availability analysis, and the relationship
between availability and network capacity is not as well under-
stood.

A. Restorability, Reliability, and Availability

There are several ways in which the “reliability” of a network
or service can be measured. Depending on the service, the rel-
evant measures may be availability, throughput, delay, proba-
bility of graph disconnection, dial-tone delay, service establish-
ment times, cell-loss rate, error-rate, and so on. To users of a
wavelength-managed optical transport network, the end-to-end
availability of lightpaths is of paramount concern. This is the
orientation that we take toward the general notion of reliability.
In common languagg reliability is a qualitative perception of
the network being predictable and dependable. Our focus, how-
ever, is on the specific conceptsrestorabilityandavailability
and how they are interrelated in the capacity design of mesh-re-
storable networks.

We definerestorability of a network as a whole as the av-
erage fraction of failed working span capacity that can be re-
stored by a specified mechanism within the spare capacity that
is provided in a network. The average is taken over some pre-
viously stipulated set of failure scenarios, most often the set of
all complete single-span failures. The restorability of a specific
failure scenario has a corresponding definition. For each single
failure scenaria, somew; units of working capacity, such as

HE COMMON AIM of ring and mesh-based restoration, oy e|ength-links or SONET OC-n carrier signals, are disrupted

or protection techniques is to provide real-time recovegyy e fajlure. The fraction ofs; that is subsequently restored
of carrier signals against any single span failure. Such netwotks, restorabilityR; (i)

7) of the individual failure scenario. The

' but the term really refers onlyeork-wide ratio of restorable capacity to failed capacity over

to single-failure scenarios. While methods for the capacity dgy gingle-failure scenarios is called the single-failure network

sign of survivable networks have developed greatly in the |

¥storability, R; .

decade, the related problem of h,OW,thi“S affects availability IS o jnterest is in the availability of service paths in networks
of growing interest. A basic question is: “What does the invesfjhich are efficiently capacitated foR, = 1 but then sub-

ment in spare capacity for restorability meguantitativelyfor

the availability of service paths?” Clearly single-failure restorgs «

jected to double-failure scenarios. The restoration mechanism
span restoration,” to be described further. Note that restora-

bility_ is_of great o_v_erall benefit t(_) network integrity, but th_atbility is a logical design property of a network. It is not in it-
qualitative recognition does not directly help a service providggyt 4 probabilistic measure, so some further considerations will
know what service level agreements (SLA) can be safely qfzye 1o come into play to relate restorability to availability. Be-
fered. For ring-based networks, some recent work has provided,«a restorable networks may operate at an STS, wavelength,
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wave-band or even fiber-managed layer, we will refer generi-
cally to the basic unit of capacity that is manipulated for restora-
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adjacent cross-connecting nodes apan? A pathis a specific

concatenation of two or more links on a route over spans to bear

a payload signal between its origin—destination (O-D) nodes.
Availability is the probability that a system (in this case a

signal path) will be found in the operating state at a random time

in the future. Availability inherently reflects a statistical equi-

librium between failure processes and repair processes in main-

tained repairable systems that are returned to the operating state

following any failure. In the technical sense of the walia-

bility is not the same as availability. Reliability is the probability

that a system or component will operate without any service-af-

fecting failure for a period of timeé. Reliability is a monotoni-

cally decreasing probability function of tim&(¢) [4], [5], and

a specific reliability number always implies an assumed dura-

tion of time. Reliability is of concern to known how soon the

next repair expenses might be incurred, etc., but reliability itsedfy. 1. General concept of span restoration.

does not consider the repeated cycles of failure, repair time, and

return to service which determine the availability of an ongoing  otline

service. Reliability is a more mission-oriented measure: for ex- . _ L

ample the likelihood that a component will operate without an Se_ct|on Il reviews prior literature related to_the presenj[ wo_r_k.

failure through the duration of a rocket boost phase is a rel%@ctmn lll addresses th? problem O_f computing the availability

bility measure. In contrast availability asks: given the frequenﬁ; a path through an gctlvely reconfigured mesh—restorable net-

of failures and the rate at which repairs are conducted, what{g": Section IV applies these methods to a series of test net-

the average fraction of time that one will find the system in th\g(_)rkS to dete_rmme _the av_a|lab|I|ty of paths through a dual-
operating state? failure analysis of failures in networks that are optimally de-

signed only for?; = 1. Section V presents and discusses the re-
sults. One of the most important findings is that the dual-failure
restorability is very high. In concluding, we explain the im-
In span restoratioh, the rerouting for survivability occurs portant implication this finding has: that a self-healing mesh
between the immediate end nodes of the break. This need ﬁ@t\NOfk could provide an u|tra_high ava||ab|||ty for premium
be via a single route, nor via only simple two-hop routes. Th@rvices. Such a service class would enjoy availability supe-
general idea of span restoration is illustrated in Fig. 1. The dgor even to that provided by-21 diverse automatic protection

sign methods incorporate a hop or distance limit, or (if routegyitching (APS) by virtue of withstanding almost all dual fail-
are characterized by their optical pathloss) by a loss limit. Sefres (as well as all single failures).

ting the hop or distance limilf allows a tradeoff between the

maximum length of restoration paths and the total investment Il. PRIOR LITERATURE

in spare capacity. A& is increased, more complex and finely ) ] S

resolved patterns of rerouting are permitted, resulting in greater! '€ analysis of service path availability in ring-based net-
sharing of spare capacity. At a threshold valueFhfthe the- WOrks has recently been looked at in some depth [1]-[3]. In
oretical minimum of spare capacity is reached [11]. Real-tinf@”tras"’ the availability analy_S|s of mesh—restorable networks
mechanisms for distributed adaptive span restoration were it§i-n0t @ amenable to a detailed analytical approach and has
tially developed in the Sonet era [12]-[16] and are being consiglnsequently usually been approached with significant simpli-
ered for adaptation to WDM transport applications. The Optimylng approximations. The problem is that the flexible nature of

spare capacity design of span-restorable mesh networks is &dgesh-restorable network, its routing adaptability and its ex-
well understood today [11], [17]-[19]. tensive sharing of spare capacity, make it far less clear how to
directly enumerate the outage-causing failure combinations.
Judging by name only, the closest body of literature to our
2The termsspanandlink—as used here—have their origins in the transmispresent concgrn'wogld appear to be_ that O,f network re“ab”'ty
sion networking community. As Bhandari [9] explains, the pointis to distinguisip]—[8]. But this field is concerned with various measures of the
between the logical links of higher service-layers, in this case the logical ngfraph disconnection probability under the assumptions of edge
work of lightpath connectivity links and the physical transmission “spans” over, : T :
which all end to end logical links are established. “... Spans are the set of ph _llure pl_’Ol?ab.IlltleS that are very hlgh compared to our ca_se and
ical transmission fibers/cables in the physical facility graph. Links (or edges) @fith no limitation on the number of simultaneous edge failures.
the logical connectivity graph are built from spans. A given span can, thus, Y¢hile this is a challenging theoretical problem, the purely topo-
common to a number of links.” [9]. : : . - s
i o logical existence of a route is not a sufficient condition for the
It is important to note that historically some authors refer to mesh networks™ ., .. . - .
without implying mesh-restorabilityn the sense we consider. The former is aava”ab'“ty of paths in a realistic transport network. Path avail-
reference to the topology providing more than one route between nodes, instahility also depends intimately on the working and spare ca-
of a spanning tree. “Restorable mesh” specifically implies an active restoratigacitation of the network and the precise details of the restora-
mechanism and an optimized distribution of spare capacity to support a target . . T
level of restorability. Recently, some authors [10] also refer to a form of fibeHON Mechanism that applies. Network reliability in the sense of

level span-restoration dsop-back recovery [6]-[8] makes no consideration of standby redundancy, active

B. Span-Restorable Mesh Networks
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restoration schemes, and the repair of physical failures. Our gpetected traffic is allowed to replace the role of protection ca-
proach is more along the lines advocated by Spragins [20], [2#city on certain links of the backup network. Such “general-
where the actual transmission, switching and routing structuieged loop-back” networks were introduced in [35]. The basic
and specific fault recovery mechanisms are taken into accoudea is of 100% redundant networks which are like rings in that
The functional model and failure combinations are mechanistivery span consists of a bidirectional working fiber pair and a
cally detailed and constrained. matching pair of backup fibers, as in a four-fiber bidirectional
References [22] and [23] both provide studies that in sonfiae switched rings (BLSR). Unlike a BLSR, however, protec-
ways are precursors to the present work. Reference [22] shdies rerouting can take a generalized route over the equal-ca-
the significant improvement brought to path availability fronpacity backup network, rather than being restricted to following
measures such as protection switching on transmission secti@agarticular ring structure. While not offering any efficiency
random diversification of trunk routes, and cross-connect rouieprovement over ring-based networking, the removal of the
diversity switching. Rowe’s study [22] used simulation of aing-overlay construct is seen as an advantage in terms of flexi-
long random sequence of failure and rerouting actions to predudlity in adding new links and in allowing better recovery levels
availability. That work did not, however, address mesh-restde multiple failures and node failures than in ring-based net-
able networks in the sense that we consider them with a fully deerks. Generalized loopback networks are, thus, like BLSRs in
veloped capacity design theory and detailed models for the sgdiregards except that the ring structuring is lifted, creating in
restoration rerouting process. Wilson [23] studied the impact effect bidirectional line switched networks (BLSNs), where N
ring and mesh restoration mechanisms on service availabilisyands for network instead of ring.
His “point-to-point” mesh network model is the closest to our In [28], the efficiency of such networks is improved by
work but is limited to a special configuration that also does ndefining a class of unprotected traffic and a corresponding
reflect the complete diversity, topology dependence, and adastbgraph of links which carry unprotected traffic on what
ability of the mesh-restorable networks that we consider.  would otherwise have been the protection fibers of that link.
Arijs et al.[24] compare ring and mesh architectures from kn this role, such links provide no protection capacity to the
cost versus availability point-of-view. Their availability calcularest of the network, but also do not access protection on other
tions for the mesh network are limited to a dedicated npgsh links upon their failure for the unprotected part of their two
tectionmodel because of the “extensive simulations requiredraffic components. (This is truly unprotected working capacity,
with the analysis of mestestoration This aspect is precisely not preemptable extra traffic on protection.) Other links are
one of the open issues of mesh availability analysis; how to desmprised of the same four-fiber ring-like combination of
termine availability in the presence of a dynamic adaptive meplotected working fibers and pure protection fibers. The study
restoration scheme, as opposed to predetermined protectiorf28} characterizes how the percentage of all two-link failures
rangements. from which the network can completely recover depends on the
Cankaya [25] also found it necessary to simplify the mestumber of links put into the role of carrying unprotected traffic
restoration model to address the availability analysis withstead of providing protection.
Markov modeling methods. Solving the equilibrium equations In relation to the present work, it is implicit that any amount
gives a network-wide availability based on the assumption thatunprotected traffic in the sense of [28] is always possible in
below a certain functioning level the network “as a wholethe networks we consider. One can simply desigaateindi-
is consider failed. Specific effects of the network topologwidual service patlas unprotected, without requiring that it be
the capacity distribution, and restoration routing behavior ameutable over any specific subset of fiber links having that at-
however, completely lost in the assignment of global statébute. Any number of unprotected paths may be present. They
transition probabilities to apply the Markov method. are simply excluded from access to spare capacity upon restora-
Barezzaniet al. [26] study the availability of a network tion, although they can also easily be given a best-efforts restora-
with several traffic priority classes. Network availability istion treatment if desired, butin all cases are excluded from con-
defined as the probability that the proportion of end-to-erglderation in the spare capacity design (except, in a modular ca-
connections in the up state at any time is above a certain lepekity design, for their straight-forward inclusion in the final
for each of several priority classes. The study also investigatgsan capacity totals). A somewhat related aspect in the present
the improvements brought to the availability of high prioritywork is that it is implicit that all spare capacity can be used
traffic by allowing lower priority traffic to be dropped for for preemptable “extra traffic” services, as it could also have
its restoration. The same definition of network availabilitypeen in [28], providing support for an even a greater volume
is used by Vercauteren in [27] in the context of multilayeof nonprotected traffic services. We make no further mention
restoration, in which restoration starts at a given layer of tlod either of these except to stress the ease of support for ei-
transport network when the lower levels have exhausted #iker unprotected or preemptable traffic in the class of networks
their restoration capability. Reference [27] recognizes thate consider. Our network test cases, therefore, need to be un-
an availability definition based on a “network fully up” orderstood as considering only the protected-traffic problem, it
“network fully down” does not convey the notion of how muctbeing implicit that there can be any additional amount of unpro-
traffic is actually lost. That is addressed with an expected lotcted traffic that simply does not enter the restorability design
of traffic metric for the whole network. problem. In addition, there can be preemptable traffic on spare
Lumettaet al. [28] study the impact of dual link-failures in capacity at any time in the networks we consider, it being essen-
a class of four-fiber “loop-back protected” networks where unially invisible to the consideration of dual-failure availability
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for protected-service paths. When spare capacity is needed arg/not obviously linked under a functional understanding of the
traffic on itis bumped without any added delay or considerati@ystem [7].
involved. Point 4) is abundantly evident from experience and it is the

The other main difference vis-a-vis [28], [35] is that we conmain reason that network reliability (in the sense of graph dis-
sider true span-restorable networks in the sense well-establishednection) is not of greater practical concern. To illustrate, To
now by [11]-[19], [32]-[34], and others. In these networks spaand Neusy [1] give data for 100 miles of optical cable, the com-
capacities can have an arbitrary breakdown of working and spamnent of highest failure rate, for which MTTE 19000 h,
channel units, and all routing and cross-connecting functions M@ TR = 12 hours. Point 4) is also the basis for a simplified
managed at the channel level, not the whole-fiber level. For éerm of mathematical treatment because it implies that
ample, if two bidirectional fiber systems are present on a span,
each supporting 128 wavelength channels, then any partitioning H A= 1— Z U (1)
of the 256 logical channels into working, spare and unequipped i=1.-N i=1.-N
e e e e ey ol fffre.1 i the vaiabity of et lemen of a st o
capacity ié required as part of an (;verall c:’;lpacity-opti.mized degg ments in aserlegfungtlonal relat|qnsh|p, and; is the cor-

! : . _résponding unavailabilityl — A;. This says we can “add un-

mand routing and spare capacity placement plan. There 'S MAilabilities instead of multiplying availabilities” for elements

constraint of requiring a completely four-fiber network or muli- series. Freeman [29] illustrates the accuracy of this approxi-

tiples O.f _exactly four-ﬂ_bers everywhere._ This s far more generélation with an example of six elements in series having unavail-
and efficient than having a purely four-fiber BLSR-like span Caa{bility from 10-5 to 10-3. The accuracy of the approximation

pacitation. is better than 0.5% which “is typically far more precise than the
estimates of elemem;s” [29, p. 2073].

[ll. THEORY AND METHOD FOR MESH NETWORK o

. . I If we first imagine a mesh network over which a paths
We now consider the problem of computing the availability of ~ .". ; . .
cansmned over spans, but with no restoration mechanism,

paths through a span-restorable mesh network that is desigR(ra Id fairl tel timat
for Ry = 100%. The approach draws on an established numére Would faifly accurately estimate
ical approximation method often used in telecommunications n
availability analysis and on a new computational procedure to Apan(d) =1 - Z Ul (4) 2
assess the effects of dual span-failures in the presence of dif- i=1

ferent models of the restoration processes. . . —_— .
P whereU}, , (i) is the physical unavailabilityof the sth link in

: . N the path.
A. Basic Approach to Assessing Unavailability Therefore, one way of thinking about the action of span
The most common equation for availability id = restoration is that it is a transformer of physical span unavail-

MTTF/(MTTF + MTTR) where A is the availability, MTTF ability to a lowerequivalentunavailability of links on the span.

is the mean time to failure, and MTTR is the mean time tbhis viewpoint argues that from the standpoint of an end-to-end
repair. Related to this is thenavailability U = 1 — A. In path, there are two equally acceptable ways in which a link
the telecommunications industry, there is a well-validatedlong the path can be in “up” state: either it is physically

framework for approximate availability analysis, based on ttveorking, or, it is physically “down” but transparently replaced

following assumptions. by a restoration path between its end nodes. Thus, if we define
1) A two-state “working—failed” model describes the statu€'e equivalent unavailabilityof a link Uy, (¢) = p(link
of all elements. downn link ¢ not restored), then the path availability has the

2) Elements fail independently aside from specific commof@me form as (2) but is based bff,, not Uf;,,.. This line of
cause failure mechanisms that may be identified for spi&asoning reduces the problem of calculating path availability
cific consideration. to determining theequivalent unavailabilityf links U}, in a
3) The in-service times (or times between failure) and rep&Pan-restorable network based on the capacity in the network
times are independent memoryless processes with a c8Rd the particulars of the restoration mechanism.
stant mean. o ) R ) .
4) The repair rate is very much greater than the failure rafe: Detéermining the Equivalent Unavailability of Links in a
Equivalently, the MTTR is much smaller than the MTTFSPan-Restorable Network
These assumptions are generally accepted for practical analet us consider the first three orders of failure multiplicity
ysis when modeling a large number of system instances oyer= 1, 2, 3 corresponding to single, double, and triple span
a long operating time. Point 2) does not mean that we disfailures. Our viewpoint is to determine the fraction of fiteys-
gard known correlated-failure scenarios, such as if two cablesal unavailability of links on spanthat is converted tequiva-
share the same duct. In what follows, we would include that Eentunavailability. Clearly, with no restoration mechanism and
a single failure whose impact is the simultaneous loss of batlb spare capacity, there is a 1: 1 conversigfy, = Us , . But
cables. Independence is only assumed between elements whiith a restoration mechanism and a given distribution of spare
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TABLE |
RELATIVE CONTRIBUTION OF FAILURE EVENTS TO THE UNAVAILABILITY OF LINKS ON A SPECIFIC SPAN ¢

Network ; Probability Time Capacity | Contribuation in
; Deseription s . p 4
alate f given spum i Fnilare CXpOsure CXPOSI e cxnmple
| Siiiile: snan-fidlare. 4 3 Av, Rest, Time 0 '
inEle span-tatlire, ¢ | WITR 1. 38110
1F: an-f; : v, Rest Time
2 Duial span-failure, (R T ~ ~ R |- R % 55x10
and other span | f.5x WTTR
Imiple spun-failure, ¢ | (5 =185 - 2} Av. Rest. Time
k| I 3 - TR e [=5& 4.62%10
and ather spans §, & z 0332 WTTR

capacity, the fraction ot/{; , that comes through to7 , de- which they are exposed to the restoration time. For example, if
pends on the failure states of other spans in the ofdailure the network is designed fdt; = 100% then for anyf = 1 sce-
scenario. Not all demands crossing spanay be restorable if nario the capacity exposure is zero and the time exposure is the
there are coincident failures outstanding on other spans. It alegtoration reconfiguration time. Table | gives the corresponding
depends in principle on the reconfiguration time for demanassily derived expressions f@r= 2, 3. For lack of better data
that are restorable but in practice this is a very small effect comre assume a constant reconfiguration time in Table I. The time
pared to outage due to multiple failure states that are not fully rexposure values are the ratio of expected restoration time to the
storable. Conceptually, however, the restoration time for rest@xpected average time in the corresponding failure state. For in-
able demands may be longer for higher order failures. The actigtance the average time in #in= 2 state will be half the MTTR

of the restoration mechanism within the spare capacity envirdhthe failures are independent.

ment that survives the failure scenario can then be thought of ag et us now use (3) and Table | to support an argument that
providing a mapping from physical to equivalent link unavailin practicef = 2 failure scenarios will dominate the unavail-
ability. The mapping takes two effects into account: ability. This follows because by definition there is no capacity
1) First, a multiple failure state may or may not support thexposure in networks designed f& = 1. Thus, forf = 1
feasibility of restoration for all links on spaih In the we have only a time exposure to the restoration process. The
absence of a priority scheme, each link on spamill next most likely failure scenarios afe = 2 states. For dual
have to share this exposure to a capacity-related risk sgan-failures we may expect a significant capacity exposure in
incomplete restoration. To characterize this, we define tlaenetwork designed fak,; = 1. Similarly for f = 3 scenarios,
multiple-failure restorability? ;. R, is the fraction of the we expect that?; < 1 is likely. As an example, consider a
total failed working capacity that can be restored averag@0-span network for which the restoration time is two seconds,
over all f-order failure scenarios. the physical span MTTR is 12 hours}, , = 3 x 10~* and
2) Secondly, we allow for a general reconfiguratiol®; = 0.5, Rz = 0. Based on results that follo#; = 0.5 is
outage-time for links thatare restored. Although in conservative and®; = 0 is the worst case assumption for this
practice, we assume techniques that reconfigure in a fargument. Under these assumptions, Table | shows the resulting
seconds at the very most (making this factor insignitontributions tal/} , , indicating that dual span-failures are by
icant), the general model allows that restoration timfar the main factor to consider.

could become significant depending on the failure order. As explained previously, the link equivalent unavailability

Thus, Uy, is shielded fromUf,, on a spar through valuesl/;; , represent the probability that any individual link
the following mapping as shown in (3) at the bottom ofa single capacity unit) on a span is in the “failed and nonre-
the page. stored” state at any point in time. As a consequence, there are

Table | provides expressions for the terms of (3) for=a small number of situations where the unavailability gfah

1, 2, 3. The domain of the exposure function is [0,1] and it exnay be over estimated by (2). In other words, (2) is strictly a

presses the extent to which links on a failed span are exposethewhat pessimistic estimate of the actual path availability.

to outage by virtue of incomplete restorability due to coincithis arises in the rather specific circumstances ofiap) dual

dent failure states on other spans or, if restorable, the extensfman failure scenario for a path that: i) crosses both spand

Ul s = UE .- E p(statef — 1) - |(restoration time exposureR; + 1-(1— Ry) 3
? » £ -~ A -~ N — —
f=1,2,3 physical unavailability time exposure capacity exposure
of other spans (restorable fraction) (unrestorable fraction)

~~
exposure function
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Fig. 2. Example of how a dual-span failure can be counted twice in tfd9- 3. Dual failure with no spatial interaction.

unavailability of a service path.

4 when, ii) both of the spang andj have less than complete
individual restorability levels under thg, ;) failure scenario.
Under these rather specific circumstances, the path availability
will be slightly under-estimated because (2) will sum the indi-
vidual link unavailabilities on each span above as independent
contributors to the path outage whereas in reality they only con-
tribute once to the unavailability arising as a single scenario.
Fig. 2 shows an example of how a span failure could be counted
twice in the unavailability of a given service path.

Itis important to realize that this will not be a large numerical
effect, however, and that any bias due to it is a pessimistic one.
Of all dual failure combinations only those where both failures
fall on the same path can possibly have this effan only if _ ' o o _ _
each of the spans in those scenarios individually has less thégﬁ;ﬁ:.offual failure with possibility for spatial interaction depending on the
full restoration level. If either individually has full restoration, °
thenU},,. = 0 for that span in the specific scenario, and the
overestimation effect does not occur. For dual span failures sgerk there are four logical categories that describe dual-failure
eral spans apart on the same path this is likely often to be g@mbinations:
case due to the spatial separation of their individual restoration1) failures that are spatially independent (the restoration
patterns. Where the over estimation will be more likely is for route-sets are disjoint);
adjacent-span failures as shown in Fig. 2. 2) failures with individual restoration route-sets that “con-

Afinal pointis to also observe that the overestimationisbased  tend” spatially;
on assuming a random allocation of restored links on each sparg) cases where the second failure damages one or more
to paths transitting the span. In practice it could be advantageous  restoration paths of the first failure;
to make a coordinated allocation of restored capacity on each4) cases where the two failures isolate a degree 2 node or
span on a priority-path basis. In that case, a certain number of  effect a cut of the graph.
priority paths could effectively se€f,, = Oalmostallthetime.  Figs. 3-5 illustrate the first three categories. In these illus-
In fact, any timeZ (4, j) > 0, we could think of the top-most trations, only the network of spare links is shown and working
priority path being preferentially allocated the restored links, iGapacities are indicated only for the failed spans. The bold
which case its path availability would also be estimated by (3)nes show the restoration paths formed to restore the indicated
butwithUff , = 0OanytimeRx (i, j) > 0. Thisis an observation nhumber of working links. Where relevant, the first failure to
to keep in mind when we see in the results just how extremedycur is associated witls; .
rare itis ever to see all; (¢, j) = Oresult, and itis animportant  Fig. 3 shows a case of no spatial interaction between the in-
point to which we will return in closing the paper. dividual restoration route sets. Since both failures are fully re-
storable,R» (i, j) = 1 for the scenario. Whether the restora-
tion route-sets interact or not depends on the rerouting mecha-
nism and the working and spare capacitation of the graph. Fig. 4
portrays a case in which there is spatial interaction between the

Thus guided, we base the rest of our assessment of meshites of the respective restoration path sets. Depending on the
availability on dual span-failure considerations. A specific duaspare capacities in Fig. 4, outage may or may not result from
failure is denoteds, j) naming the two spans involved and theontention for available spare capacity between the two failures.
order of failure. When considering a span-restorable mesh n&s drawn, after restoration af;, only one restoration path is

D. Analysis of Dual-Span Failure Scenarios to Obtain the
Dual-Failure Restorability,Rs
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scenarios. In doing so we consider three technical models for
the restoration process to see how varying levels of adaptability
will affect R,. Each of the models corresponds to different
technical options for engineering the restoration mechanism.
The restoration routing experiments are basedieshortest
paths (ksp) routing behavior for the basic single-failure re-
sponse model [30], [31kspmeans that each restoration path
set is formed by first taking all paths feasible on the shortest
route, followed by all paths feasible on the next shortest route
not reusing any spare capacity already seized on the shortest
route, and so on, until either all required paths are found, or
no morecan be found. This is known to be extremely close to
Fig. 5. Second failure hits first restoration path set. maximum flow in typical transport networks [30] and can be
computed inO(n log n) time [31]. ksp is also an accurate func-
tional model for the self-organized restoration path-sets formed
feasible for the second failed span. Consequently,if- 1 the by the SHN™ protocol [16]. We now look at three levels of
second failed span will not be fully restoredul = 2in Fig. 4 adaptability in restoration that can be modeled with ksp to
we would say that for the failure of the particulandered pair determineR, by exhaustion of alf = 2 experimental trials. In
of spans(i, j) the restorability on span 2 is 1/2 and over thell cases, the number of needed but infeasible restoration paths
two failures togetherR. (4, j) for the scenario] is 3/4. Note in is denotedV (4, 5) for the (4, 5) failure pair.
general that if the order of the failed spans had been different,]) Static Restoration PreplansThe first model for restora-
the restorability for each span could differ as well. tion behavior is meant to represent restoration that is wholly
Fig. 5 is a case where the second failure damages restoratb@ged on centrally computed single-failure preplans. In this
paths of the first failed span. In this case the number of reston@ddel, restoration of each span failure follows a predetermined
links for the second failure depends on the remaining spare géan, trying to restore both spans as if each was an isolated
pacity after the first failure and depends on the “secondarfdilure. If not enough spare capacity exists to support the
adaptability of the restoration process, i.e., whether the restosaperposition of both static preplans, restoration paths of the
tion mechanism is capable of (or allowed to) act again whe&econd failure are suppressed to conform to what is feasible
a previously-deployed restoration path is severed by a secaithin the spare capacity remaining after the first failure. When
failure. The result also depends on whether sufficient spare #3is is necessary, restoration paths for the second preplan that
pacity remains for the mechanism to repair the damage to @®ss one of the spans, on which spare capacity is in shortage,

first path set by an updated restoration response. are deleted in order of decreasing length. _
Finally, a degree-2 node may be isolated by the failure of both2) First-Event Adaptive:The second model of restoration
its adjacent spans, creating an unrestorable situdigfi, j) = dynamics assumes that after a first failed span has been restored

0. More generally if there is any cut of the network graph thdput not repaired), the restoration mechanism of any second
contains only two edges, there are two ordered pairs that vilure is aware of, and adaptive to, the changes in available
disconnect the graph. In this case the amount of spare capagR§ire capacity resulting from the first failure. Moreover, if any

and the adaptability of the restoration mechanism have no fgstoration path for the first failed span is routed over the second
fluence on the restorability an&,(i, ;) = 0 for any such failed span the restoration mechanism will combine the require-

dual-failure scenarioé. ments for the second span failure with the failed restoration
paths of the first failure. However, new restoration paths are not

E. Determining the Network Axege Dual-Failure sought between the end nodes of the first failed span. In other

Restorability, 2, words, restoration paths affected by a second failure are referred

As alluded to in the prior section, Figs. 3-5 convey whinto the second failure’s; quantity®
it is very difficult to predict mesh availability analytically. 3) Fully Adaptive Behavior:The third model is of a com-
The R,(i, j) of each failure scenario depends in detail oRl€tely adaptive restoration mechanism including both spare-
the specifics of thei, j) pair, the failure sequence, the exacfaPacity awareness following a flrst. fgulure and re-restoration
working and spare capacities, the graph topology, and tRiorts for the first span from its original end-nodes for any
assumed restoration dynamics. To overcome this withdi@Mage to previously deployed restoration paths. The restora-
approximation we use functional routing models of varioddon mechanism will try to find new restoration paths between

restoration processes to explicitly determine the ou'[ComeSThe second model is based on the techniques of a distributed self-updating

by computer-based experiments of all dual-failure restorati@and self-organizing restoration protocol [16]. Such a protocol immediately gives
“working” status to any spare link it uses in a restoration path. This inherently
4Clearly, degree-2 nodes are a logical “weak point” in networks where higipdates itself should it be triggered to act again to protect either new capacity
availability is desired through restoration actions (as opposed to enhanced ploysprior restoration paths in the event of a second failure. The awareness of
ical security of the spans). This is not particular to mesh networks, howevére updated spare capacity environment following the first failure is implicit.
whether ring, mesh or APS-based, dual failures adjacent to a degree-two nBde present work, the idea is that the complete range of realistically expected
have the same effect. restoration responses is encompassed between the extremes of 1) and 3).
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TABLE 1
TEST NETWORK CHARACTERISTICS
Redundamey Redundancy

MNetwork Sodles Spans Mon modular Modular min cut <3
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ln2is] 1 26 8.8 % BE.0 %% il
a4 lsl 22 al 535 % 130 % Fr

the end nodes of the first failed span when a second failure severs TABLE Il

TEST RESULTS FORR; LEVELS IN R;-DESIGNED NETWORKS

any of its initial restoration paths. This includes a release of sur-
WITH INTEGER CAPACITY

viving spare capacity on restoration paths of the first failure that

were severed by the second, and repetition of the first spa R,
restoration effort for the newly outstanding unrestored capaci = Metwork Fully staiic Farily sidaplive  Fally asdapiive
but in recognition of the spare capacity now withdrawn by th  Bellcore {671 0719 TR
second failure. Furcibiel 1.757 0, T [ Hihi
fri | 45 {155 [N N 16
IV. EXPERIMENTAL RESULTS FOR THEDUAL FAILURE : ::E:‘I ::.-,:: :::Il“ :1 :';:
RESTORABILITY 1 Zn;-"\--;. ':I:-;-l'-;'- I.I:l'-'-'; I;' 713
Using programs that implement each of the above restorati I 2n2iisl i, 703 0.734 [.75H
models, we conducted all possible ordered dual-failure expe___I 2n2ds1 1.633 .65 [L675
ments and recorded the number of nonrestorable working lir__L75=5:1 .1 ) LB
N (i, §) for each failure paifi, 7). The network-wide average ":“:"" 0. 754 0.764 L1
22 s i1, &1 0,520 TEE

dual-failure restorability is then

> NG, )

restoration mechanisms are involved. The spare capacity avail-

¥ (i,4), i) . . .
Ry=1- . (4)  able in these test networks is, however, only that arising from
( 2): (wi +w;) optimal solutions for integer and modular capacity variants of
V(i 3), 175

Herzberg's formulation [11] with a hop limit of five. Thus, each
éﬁst case is very stringent and very specifically capacitated: it has
ly the minimum amount of spare capacity sufficient to yield

1 = 1. Demand patterns were generated using the gravity-
&gsed demand model as in [32]-[34]. The modular capacity de-
is given in Table II. The fnincut < 3 column indicates the signs use module sizes of 12, 24, and 48 capacity units. There is

number of degree-2 nodes and other forms of weight-2 Clﬁssignificant redundancy increase associated with modular ca-
in each test network.The R, results, which average all indi- pacity placement. This is a realistic side effect of modular ca-

vidual Ra(i, j) includethe inevitable penalty oRa(i, ) = 0 pacity design however and is, therefore, a practical effect which

for the specifici, j failure combinations that this column iden-> important to reflect in assessing thg level of thesek, -de-

tifies. “Redundancy” is the ratio of total spare capacity to th%igned networks. .
y P pactty Table Il shows thd?, results for the networks with nonmod-

total amount of working capacity used in shortest-path routin

of the working demands. Redundancy is of relevance becaﬁ‘ﬂ%r capacities, including the effects of degree-2 node discon-
nections, where they arise, in the averagesvalues range by

if the R, trials were repeated with arbitrarily high redundancy, i )
: : . “etwork from 0.59 to 0.80 for the fully static behavior, 0.61 to
correspondingly higheR, levels would result when adaptive . . .

P gly highetiz P 0.82 for the partly adaptive behavior, and 0.62 to 0.83 for the
fully adaptive behavior. With these nhonmodular minimum-ca-
pacity networks there seems to be relatively little benefit to the

80nly one network (12n20s1) has a weight-2 cut that is not associated withPre adaptive restoration be.haV|ors. Itis re.markable_ nonethe-
degree-2 node. less that these networks, designed only to withstand single span

R, restorability was calculated for several test networks whi
were capacitated with only the theoretical minimum of spal
capacity for an assurance ffff = 100% in modular and non-
modular capacity environments. A summary of the test netwo
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TABLE IV {a) Fully static model
TEST RESULTS FORR; LEVELS IN R;-DESIGNED NETWORKS
WITH MODULAR CAPACITY u4a
- S
H; - =
e nrk Fullly siaic Farilv |||:|.illi~ WV Fully :-h."ﬂli‘li'l.f ri' ] —
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T 0,790 0.%05 813 (b} Fully adaptive model
22nd sl 3RS0 i1, =05 TRE o 45
- 04 s
_.l-\.
o 138 =
. . . 5 o3 =
failures, can inherently also restore about 70% of failed capac & .. -
in double-failure scenarios. £ g s |
Table IV showsR; results in the same networks when de 545 ||
signed with modular minimum-total capacities. Now the mor a4 |
adaptive behaviors shofg, values that are about 10% higher or 5 08 j:ﬂ:ﬂ:ﬂ:ﬂ: n
average compared to the static behauity.for the fully adap- o Lem [
tive behavior in the modular capacity environment is, howeve 00 10 20 Mk 4D M GO-  TO- B0 80
often 90% and over. 2 M a0 80 60 TO B0 @ 00

Fig. 6 considers the EuroNet test network as a sample case
for looking more closely at the effect of the restoration modelg. 6. Histogram of individualR.(z, ;) levels per dual failure pair in
on the distribution of individuaR; (i, ;) values in the nonmod- Euronet
ular design. The histogram shows that even thoughihés
not much higher with the fully adaptive behavior on averagamately 585 timesn the average unavailability of a four-hop
the adaptive effects are seen to be more active and significpath?
in terms of raising theR.(¢, j) for the worst cases of low in-  Fig. 7 presents th&, level of each network plotted against
dividual R» (4, j) under the static model. Whereas 30% of dudds corresponding network redundancy. For the nonmodular and
failure scenarios ha®, (i, 7) levels of 50%—60% under staticmodular design cases, each test network is represented by its de-
restoration, only 5% are that low under fully adaptive restoraign redundancy on the axis and theR, levels corresponding
tion. Infact Fig. 6(b) implies that if all dual failures were equallyto the extremes of fully static and fully adaptive restoration
likely for planning purpose®5% of the time the network couldmodels for that network on theaxis. The purpose of this scat-
support more than 60% dual-failure restorabilitl is impor- terplot view of the data is to test the extent to which the dual-
tant to also note in Fig. 6 that the entries in the 0%-10% biffeilure restorability correlates with the relative amount of spare
correspond to dual adjacent span cuts at the five degree-2 nochgsacity in the network. While both plots show a slight ten-
that this network model contains. No protection or restoratiatency toward greateR, with increasing redundancy, it is by
scheme can recover from these few scenarios because theynemmeans a systematic progression. We interpret the almost flat
tirely isolate the degree-2 node from the rest of the network. general nature of the scatter of the test case designs as meaning

Let us now illustrate how to interpret these results in ternibat the availability depends more on the individual network and
of path availability. Consider a path composed of 4 hops indeemand pattern than on the simple bulk redundancy of the net-
20-span network having an average dual failure restorabilityork. In other words, some networks can have high redundancy
Ry = 0.7 (which is relatively conservative given results in Tabut still be significantly less able to withstand dual failures than
bles Ill and IV), and a physical span unavailabilit§f, , = another network with significantly less percentage of spare ca-
3 x 10~%. In a nonrestorable network the equivalent link unpacity. This is probably an important factor to keep in mind
availability is no different froml/ , so the unavailability of when comparing ring networks to mesh based networks. Rings
the path would be - Uf , = 1.2 x 1072 = 10.5 hours/year. will generally have a greater bulk redundancy but this will not
In comparison, with?; = 1 and R, = 0.7, the capacity ex- automatically imply higher availability because that redundancy
posure term of the equivalent link unavailability &}, = is specifically arranged and locked-up in rings with limited net-
(3-107%)2 (20— 1)(1 - 0.7) = 5.13 x 1077 for an end-to-end work-wide access for the restoration.

unavailability ofU,an = 4 - U = 2.1 x 107° ~ 1 min/year.
ty Oftpasn, link y . 7The example also gives a check on the numerical validity of disregarding

Thus, in this example’ the improvement beUth on by the Dagig restoration time for restorable single failures if the latter is in the one to two
investment to achievé?; = 100% is areduction by approx- second range (compared to one minute).
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priority service paths, it would meahat it would take a triple
failure to affect such premium serviceBnother way to view
this, and to see why the service availability would exceed even
that of 14+-1 APS, is that it is the effect of the adaptive recovery
effort in the dual failure case.

Imagine a side-by-side comparison of # L APS setup and
a path through the mesh that has the same route asitHeéd
of the 14+1, illustrated in Fig. 8. A first-failure hits that path.
The 141 APS switches to its B” signal feed. The mesh de-
ploys its first failure restoration reaction, for whié¢ty = 1. So
far so good. Both services survive. Now, let a second failure hit
the “B” feed of the 1+1 APS setup, and, as a worst case in the
mesh, assume the same failure hits the mesh restoration paths of
the first failure. Now, the %1 service is out. But if thé?, (¢, j)
of the dual failure scenario in the mesh is even 20%, the pri-
ority service in the mesh continues without outage. In fact, up to
20% of the affected paths can go on without outage in the mesh
case. Because a path through any type of ring is also “down”
in any state where there is a failure on the working path and
on the reverse direction through the ring [1]-[3], the same ar-
gument serves as a existence proof tl&ven mesh minimum
R, > 0, a certain number of priority services in a mesh can
always enjoy higher availability than in a corresponding ring
or 1+1 APS-based networkn practice, the data of Fig. 6 sug-
gest that a commercially significant fraction of all service paths
could actually be given this form of ultra-high availability. Such
“platinum” service customers could be guaranteed that their ser-

Fig. 7. Scatter plots of test netwoiR, versus test network redundancy forVice path would only be affected bytaple span failure taking
modular and nonmodular capacity designs.

V. CONCLUDING DISCUSSION

A. Implications for a Mesh-Based Ultra-High Availability
Class of Service

their availability guarantees one order of magnitude higher. The
only exception would be where the origin or destination node
site is degree-2, which of course no scheme can protect against
adjacent dual failures.

B. An Integrated Strategy for First-Failure “Protection” and

There is a very striking implication that can be realized fromecond Failure “Restoration”
the data of Fig. 6. Let us state it as follows, then give the sup-
porting explanation:

Proposition: A self-healing mesh network will provide
higher availability for premium services than is possible with’

either ring or dedicated-1 APS.

This may initially seem to be a very surprising claim becau
dedicated 31 APS is usually considered the top end in terms g
providing a high availability service. And yet when considering
dual failures, it is obvious that any dual failure combination th%N
hits both arms of the-11 path causes outage. In the langua
of this study, the 31 APS service has an assured exposure
Ry = 0 for a specific set ofd 4 Hg combinations of physical P
span failures, wheréf 4 Hg are the number of spans in the

and B signal feeds of the-£1 APS arrangement.

But now consider the implications of Fig. 6, from the stand-
point of a premium-grade service path in the mesh-restorable
network. Fig. 6(b) shows that ovall dual failure combinations,
the restorability of total failed span capacity was over 20% in all
cases that did not involve a dual failure next to a degree-2 node.
In fact, for~90% of the dual failures th&, level was over 50%.

Much is made these days of the distinction between “protec-
tion” and “restoration,” it being often asserted in a very general
ay that protection is fast and restoration is slow. The view is
too simplified, however, because there are really three categories
Oé‘ scheme to consider and the perception of how fast each can

depends whether it is assumed that path finding is time con-
suming or if it is path cross connection that is assumed to be
{ow. Moreover, it misses the always-present relationship be-

een any restoration scheme and a corresponding preplanned

gBefotection scheme, which is derivable through distributed pre-

anning.
The three basic possibilities are:

1) schemes where the protection routes are known in ad-
vance and cross connection is not required to use the
backup path(s), e.g.; UPSR, BLSRi-1 APS;

2) schemes where the protection routes are known in ad-
vance but cross connection is required in real time to use
the backup path(s), e.g., MPLS shared backup path pro-
tection, or ATM Backup VP protection schemes;

But for argument sake, let us assume that it was only 20%. Now3) schemes where the routes are found adaptively based on

if this minimum of 20% was always allocated preferentially to

the state of the network at the time of failure, and the
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Fig. 8. Example showing how in general the nonz&¢, j) levels of mesh-restorable networks, can be allocated to priority paths in a way that lets them
survive failures that +1 APS (or rings) would not survive.

Cross connections to put the restoration routes into effébe event of a second failure (more generally, any time the pro-

are also made in real time, e.g., self-healing networkigction level is not 100%), it then executes directly in real time

distributed self-organizing restoration schemes. where its completely adaptive nature is exactly what is required

Schemes of type 3) are only slower than type 2) schemegafproduce the highest possible overall recovery level.
it is assumed that the restoration path-finding process is time
consuming. But in such cases, dlstrlbuted. preplanning can Summary
create (and frequently update) a corresponding type 2) scheme
where the protection routes are known in advance of failure.We have described a partly theoretical and partly compu-
This is done by distributed preplanning with mock-failuréational approach to the problem of availability analysis in
trials responded to by the embedded restoration protocol. Tinesh restorable networks. The overall method is practical to
concept is described more fully in [15] or [16]. It is quite ause but does not simplify-out the important details of irregular
simple technique that retains all of the generality and databaspology, capacity distribution, and restoration mechanism.
freedom of a distributed restoration algorithm, but provides®he framework takes the view that in mesh networks that are
“protection” scheme of the type 2) above. fully restorable to single span failures, the major contribution
Consequently any type 3) scheme, which tend to be calle unavailability is exposure to incomplete restoration levels

restoration schemes, needs to be seen as actually providingftimedual span failures, as opposed to reconfiguration times or
option of both a self-planning protection scheamelan on-de- higher-order failures. The results showed that-designed
mand dynamic adaptive real-time restoration scheme. The melesh restorable networks inherently enjoy high levels of dual
evance to dual-failure recovery is that the response to a fifatlure restorability £-). The R- level can be over 90% for
failure can be based on a preplanned protection reaction, d@he combination of a fully adaptive restoration algorithm in a
only in the event of a second failure, is the truly adaptive batodular capacity design. These findings tend to counter the
possibly slower restoration protocol itself executed directly iqualitative expectation in some quarters that mesh-restorable
real time. Seen in this light, an adaptive restoration protocolietworks may not give as high a service availability as ring
ideally suited for both requirements in a mesh network. First,biased networks because of their lower redundancy. What we
can serve as the engine for constant background preplanningeé, however, is that despite the lower redundancy of the mesh
a fast “protection” reaction against single failures. Secondly, the generality of a highly adaptive routing process leads to an
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extremely high level of dual-failure restorability and, hence, to[25]
the high availability of paths realized over spans of the network.
The fact thatf?, (¢, j) is almost never zero, and usually at least2g)
20% or more, also has striking implications for the high quality

of premium-path service that a mesh-restorable network cag-,
provide, at no loss of assurefd; restorability for all other
services, and with no additional spare capacity other than th?ﬁs}
required forR; restorability itself.
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