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Design of Cellular Networks with Diversity and
Capacity Constraints

Peter KubgtMember, IEEEJ. MacGregor Smith, and Calvin Yum

Abstract—This paper presents three mathematical models for
network design of cellular networks. The models reflect varying
degrees of complexity.

Model #1 is a 1-period fixed-link capacity model. Three heuris-
tics are used for solving this problem. All the heuristics first
use linear programming relaxations to yield the near-optimal
integer solution, then use then clever rounding-schemes to find the
final solution. The three heuristics are compared with an integer
branch-and-bound algorithm to show the efficacy of the heuristics
and the speed with which they achieve their solution. The first
heuristic is the best. An Appendix presents a detailed algorithmic
description of the first heuristic.

Model #2 allows the capacities of the links to vary. This is a
much more difficult mathematical programming problem, yet cer-
tain features of the problem reveal valuable characteristics of the
linear programming relaxations. Two heuristics are generated; the
first heuristic is superior to the second. The heuristics are com-
pared with an optimal branch-and-bound algorithm.

Model #3 presents a multi-period demand problem. This is a
very complex problem and, while no heuristics are developed and
no computational experiments are shown, the structure of the final
problem is similar to models #1 & #2; thus linear programming re-
laxations should be a viable strategy for its solution.

Index Terms—Branch and bound, cellular, heuristics, telecom-
munications network design.

. INTRODUCTION

Acronyms

CDMA  code division multiple access

DSL digital signal level

DSO DSL 0-64 Kb/s

DS1 DSL 1-1.544 Mb/s, DS1 = 24DS0
DS3 DSL 3-44.736 Mb/s, DS3 = 28DS1
GSM global system for mobile communication
H1-1 Heuristic  1-1,etc

IP integer programming

IP* optimal solution of IP

LIUB least integer upper bound

LP linear programming

MSC mobile switching center

PSTN public switched telephone network
SONET  synchronous optical network

T1 DS1
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TDMA  time division multiple access
WAN wide area network
A typical cellular system has 3 main parts:

¢ mobile units,
« cell sites,
* a MSC.

Calls originating and/or terminating at the mobile units, are con-
nected to a cell site over aradio link (analog, or digital for newer
systems). From the cell, the call proceeds to the MSC for pro-
cessing and switching. The switch transfers the call to its desti-
nation—either another mobile unit, or to a PSTN for delivery to
a wired telephone terminal. Between the cell site and the MSC,
the connection is over terrestrial, digital transmission lines (usu-
ally 7'1 lines), or over private digital microwave. THél lines

are typically leased from a telephone company, the microwave
transmission systems are usually purchased and owned by the
cellular operator.

The cell sites, containing radio transceivers, antennae, and
interconnection transmission equipment, are strategically lo-
cated to cover the geographic area served by the cellular service
provider. The cell locations depend upon several factors, e.g.:

« technology (analog, TDMA, GSM, CDMA),

e cellular radio system frequency band (900 MHz,
1800 MHz),

« geography of the site (these factors influence radio prop-
agation characteristics and thus radio coverage),

« the regional demographic,

e census data,

« highway systems and commuting habits (these are driving
the system traffic engineering requirements),

« location of neighboring cells,

« location of cells of competing providers,

 cost of real estate.

The radio capacity of each cell (in terms of number of calls
that it can handle simultaneously) is determined by

* subscriber “demographics and calling patterns,” which,
in conjunction with the radio technology and antenna
system, eventually translate into the number of radio
modules engineered to guarantee a specific grade of
service (for example, 2% blocking during cell’'s busy
hour),

¢ the number of DSO channels assigned to carry the voice
payload and radio control to the MSC.
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(physical) networks for cellular systems had a star topology as
well. However, as more cell sites are added to the network and
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Cells 2) The optimal backbone link capacity to meet the required
survivability criterion and minimize the total network
cost.

Section Il briefly reviews the literature on cellular network
design for general network topologies.

Section Il defines the fundamental network design problem
addressed in this paper for tree topologies and its decomposition
into 3 separate sub-problems.

Section IV addresses the first problem:

MSC P1) Single-period demand, fixed link capacity.

Zgg; It develops a linear programming relaxation approach for

solving P1 and presents computational experiments to demon-
strate the effectiveness of our heuristic approach.
Section V addresses the second problem:
P2) Single-period demand, variable link capacity.

It develops a heuristic approach (related to the approach devel-

oped in Section V) for solving2.

Section VI extend®1 & P2 to P3, and addresses some open
guestions.

Hubs

S; = 1,2 for all 7 cells

Fig. 1. Example topologies with diversity constraints.

the cost of the facilities increases, this star architecture is no Il. LITERATURE REVIEW

longer cost effective because it does not provide for any sharingrpe proliferation of corporate WAN handling voice, data,
of transmission facilities. To reduce the transmission costs fQ-rmaiI, Internet, and other telecommunication applications, ex-
large networks, hubbing centers are created at some suitablg@wive choice of service providers, selection from many com-
cation (typically a cell site) to provide traffic concentration, anfljey and exotic transmission technologies and systems, with an
subsequently sharing bigger transmission pipes (€.g., DS3, 135g@ increasing pressure to contain costs’ provides a real chal-
microwave), to use the economies of scale. lenge to network designers. This, in turn attracts attention to
Hubbing is clearly more cost efficient; however, there hagodeling and cost optimization of networks in the private set-
been a concern about the reliability of the interconnect netwoﬂﬁg_ Some models and cost optimizations for private networks
since when the network is a tree..A failure of a high capaci}yawe been already considered in the literature, e.g., [1], [6],
trunk could wreak havoc on the entire cellular network. To avo[qo]_ More details on the design of telecommunication networks
outages, cellular companies have adopted a variety of alterfjaimg SONET rings and the corresponding reliability consider-

tives, including the use of— ations are in [9], [11], [12].
« extensive backup facilities, Interconnection-access networks for cellular systems are pri-
« physical diversity of paths, vate networks, but they are unique in many ways. The cells
* leasing transmission capacity on the self-healing SONEilust deliver the traffic to the MSC; this implies that the optimal
rings [2]. topology must be a tree (which makes the problem easier). There

The problem in this paper addresses the partial traffic protd&-a complex choice of transmission technologies (e.g., leased
tion in the interconnect network for a cellular system. T'1 vs.private microwave), cost of concentrators, and multi-year

planning horizon (which makes the design problem harder). The
cellular network design is further complicated, by expanding the
network to accommodate a phenomenal growth of cellular sub-
1) The location of current (existing) and future cells and scribers (growth about 100% a year is not unheard off), yet the
backbone network of large capacity are known. cell demand is not always increasing (the reason for this is the
2) The topology of the backbone is known. It is a treeell splitting and cell moving, which in turn, can cause a de-
topology (or a forest); the tree(s) root is at the MSC.  crease in traffic load for some cells).
3) Cells are connected either to the backbone or directly toin contrast to the traditional telephone networks, the cellular
the MSC. network topology can be very flexible and dynamic—both in
4) To guarantee a partial survivability, some cells could ltae topology and link capacity, which can change periodically.
required to split equally their traffic over at least 2 comThis is because the leased transmission facility is simple to add,

Assumptions

pletely-disjoint paths. terminate, or move to another destination; it is also relatively
5) D;/s; is an integer. easy to add and relocate a microwave facility. Refs. [5], [8] con-
6) Hubs do not generate demand. sider modeling and solving a capacity expansion of a star-star
7) Hubs are Steiner points. network over a given planning time horizon to meet projected
The problem is to find traffic demand at minimum cost. The expansion plan specifies:

1) The optimal homing of the cells to the backbone hubs. ¢ where and when to place concentrators in the network,
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» what type of concentrator to use at each of the hubs, Celis
 which cell sites to connect to each of the hubs,
« which cells to connect directly to the MSC, Hubs
» what facilities to use on each of the links.

I1l. PROBLEM DESCRIPTION

Notation MSC

Root
VUH Node

{v1, v2, ---, un }: cell nodes of cardinalityy
{hy, hg, ---, has}: hub nodes of cardinalityl/
(not including the root node)
trees: {11, T, -- -, T}, for any two treesT; N
T; = 0, Trees are rooted at node #0 in MSC
H + 0: all hub nodes plus the root node
annual cost of interconnect network
fixed cost of connecting cellto hubj ($/year)
decision variables Fig. 2. Example topologies with diversity constraints.
1 predefined data coefficients; ; = 1 if link [ is on

the path from the root to hufy a; ; = 0 otherwise ) ) )
D, fixed demand in DSO circuits for each celto be the rnng with Only 50% of the cell traffic demand). Thus,

delivered to root node #0 there is only a single capacity constraint for the ring.

85 diversity requirement atcell s; = 1, 2, 3 This paper considers an optimal homing arrangement
K capacity (in DSO circuits) for link without the ring restriction and under a more general setting.
G(N, A) directed graph with two set of nodes Cells can home to any node, including the root (MSO), but

This paper addresses the partial traffic protection in the intdor cells with diversity 2 (or higher), the cells must home
connect network for a cellular system. The topology of the backet only to the two distinct nodes but these nodes must be
bone is given and it is a tree topology (or a forest); the tree(h different trees. This restriction adds a complicating set of
root at node 0—the MSC. Cells, which generate (in DS0O), constraints. Different amounts of capacity are allowed on each
send this demand to one or more tree nodes (excluding the ragge branch. This makes the problem quite realistic, because
or to the MSC (root) directly using leasddl (DS1) circuits. the backbone can carry some other traffic as well, and only a
Each cell is assigned protection or routing diversity requiremegértain portion of the total link capacity can be allocated to
1, 2. For diversity 2, the paths are required to be completely digre cellular application. Thus, the formulation must consider
joint and the demand is split equally. Equivalently, diversity ¢hat the diversified traffic traverses different trees, and all the
means that 50% of the traffic will be routed to 1 backbone no@eapacity constraints are met. There are very many constraints;
and the other 50% will go to some other node (or MSC). Thius the problem is much more complicated.
makes sense, since most of the cell sites are unmanned, and the
DSO0 circuits are directly hardwired to the outgoing transmissi@yoblem Decomposition
facilities. When a cell-node link fails, only 50% of the traffic is
lost. If a cell connects to 2 hub nodes, the nodes must be on g
different trees. Diversity 1 means no diversity at all.

The objective thenis to find a cell-to-hub interconnection net-
work and backbone link capacities so that the diversity require-
ment is met and the cost of interconnection is minimized.

Design of cellular networks with SONET rings and partial
survivability was studied in [2]. This paper examines a problem V. P1: SNGLE-PERIOD DEMAND, FIXED LINK CAPACITY
thatis different from the design problem [2]in both its modeling The capacity in each link is fixed.

aspects and the proposed heuristic solution. Specifically, [2] ad13y convention, #0 is the site index for the MSC. In practice,
dresses the problem of the optimal homing arrangement Wheig most likely values for diversity; are 1 and 2. The; , is
there is a single reliable SONET ring of given capacity and thgived using relevant tariffs and could dependZan ’
MSC is attached to the ring. The; ; indicate the homing assignments aRd= H +- 0.
+ Cells with diversity 1 can home either directly 100% ofrhe data coefficientsy; ;, are predefined; seotation Also,
the traffic demand to the MSC (not using the ring capacityota benesince we deal only with trees, then there are at most
at all) or to a ring node. s; paths emanating from each cell node to the root. The problem
* Cells with diversity 2 must home to either 2 distinct rings stated formally as:
nodes (using the ring capacity for 100% of the traffic de-
mand), or to home 50% of the traffic directly to the MSC P1: Minimize Z = Z Z Cij T (1)
and the other 50% of the demand to a ring node (loading ieV JER

S; = 2 for all { cells

BN O Tz

Q
I

hree basic mathematical models/problems are considered in
r order of complexity:

P1) Single-Period Demand, Fixed Link Capacity.

P2) Single-Period Demand, Variable Link Capacity.

P3) Multi-Period Demand, Variable Link Capacity.



168 IEEE TRANSACTIONS ON RELIABILITY, VOL. 49, NO. 2, JUNE 2000

subject to This heuristic consists of essentially 4 phases:
me =5 forallieV 2) « Phase 1: Construction of direct links to the MSC.
JCR » Phase 2: Link switching process.

D; » Phase 3: Capacity searching process.
Z Z S, Gt i <K, forallle H ®) * Phase 4: Cost minimization.

T

eV JeR We use a matrix data structu®][z, j], which has cell rows
Z ry; <1 foralli,g=1,---,Q (4) andj + 1 hub columns to track

it « eachz; ;, and

z;; =40, 1} forall, j. (5) « the feasibility of the solution.

During each of the 4 phases of the heuristic, mabdy is
We want to pick homing assignments so tifas minimized. augmented. The matrix built at phakés then carried to phase
Since the link capacity is fixed, the cost of the link capacity is 4 1.
irrelevant for the homing assignments. Under diversily,is  phases 1-3 are designed to convert a noninteger solution
divided intos; equal parts, rounding up, if necessary. obtained from solving the associated LP into an integer (or a
» Constraint set (2) ensures that the diversity requirementadmpletely feasible) solution. By moving and cutting some of
each cell is met. the links in the current solution, the link capacities are freed by
» Constraint set (3) ensures that the link capacity is not ea-certain amount for the possible addition of new but complete
ceeded. links, while maintaining both capacity & diversity constraints.
« Constraint set (4) are tree diversity constraints—ensuritpwever, there is a trade-off with a higher total cost of the
that if s; > 2 then only one branch is homed to a giveilnoming assignment. After changing the link assignment in
tree (thus, if the link connecting to the root fails, not alphases 1-3, an integer solution might be obtained. If so, phase

the traffic is lost). 4 is then used to decrease the current total cost by changing a
cell-MSC link to a cell-hub link whose cost is cheaper, while
A. Heuristic Design Concept preserving the constraints.

While seemingly innocuou®1 is very difficult to solve to ] o
optimality for a large problem, because it is NP-Complete [3f- Algorithm ofHeuristic  1-1
Thus, to provide a reasonable, powerful approach, use This algorithm finds a feasible solution and then improves
» LP relaxations to calculate a noninteger solution, then it for P1. Appendix A contains a detailed pseudo-code of the
« clever rounding schemes to ensure a reasonable integkgyorithm steps. A Mathematica program of these 4 phases is
solution. available from the authors upon written request.

It can be shown (but is not done here) that the LP relaxation is1) Phase 1: Construction of Direct Links to MSTthe pur-
equivalent to a Lagrangean relaxation of the problem [4].  Pose of phase 1 is to group and cut (b =; o) units of in-
LP relaxation is a vital means of providing a tight lowefomplete links (demand) in rowof Mo, and then transfer this
bound on the integer programming problem, and we design@@ount of demand to the new link, 0], a link connecting cell
our heuristic through a series of LP subproblems. We also éxa@nd the MSC, given that link, 0] is free (i.e.,z; o = 0) or
plored the development of a heuristic approach using minimupartially free. Without a capacity constraint in any lifkk 0],

spanning trees, but it was inferior to the LP relaxations. this process applies to any cell regardless of its diversity degree.
ThisSub-Algorithm-1 begins the process from the first cell

until the last cell.

. . Table | is an example in this section to illustrate the heuristic
To develop some heuristics based on LP relaxations, a procﬁﬁ?cess The first matrixif, is a noninteger solution of a

is defined whereby these relaxations lead to efficient integer ¥oblem 1 in which there are 12 cells and 5 hubs (hub 0 is the
lutions in a reasonable computation time. Thus we develop@psc)_

3 closely related heuristics, all based on LP relaxatiétis1, In matrix Mo, Table I, rows 4, 7, 10 have fractiona) ; and
Lt 1 1 H 7]

Hl-2,H1-3. ' - ~ among links [4, 0], link [7, 0], link [10, 0], only link [10, 0] has
1) Heuristic ~ 1-1: An Overview: The purpose OHL-1iS 4 for extra demand. Therefore, by sending ektra 3/8)

to find a completely feasible solution fét1, then improve the | iss of cell 10 demand to link [10, 0], then link [10, 0] becomes
solution. A completely feasible solution in this case is one th%mplete (ie.z10.0 = 1) while the fractionalz1o 3 becomes
contains only integer; ;; fractionalz; ; are not acceptable. 5 A new matrix Ml Table 1 is formed. ’

B. Heuristic Approach

* z;,; = 1 = acomplete link between; and/;. 2) Phase 2: Link Switching Proceshe purpose of phase
* z; ; = 0 = an empty (free) link betweewn; andh;. 2 is to free up the link capacity of hyt by transferring 1 unit
This heuristic is constructed usimgathematicawhich was demand of celli’ from link [i’, j*] to link [¢/, 0], given that
chosen because of its link [¢, 0] is free @;:,o = 0); i.e., changex; ;- from 1 to 0
+ innate ability to allow random generation of the data andhile =;; o becomes 1. The goal is to complete an originally
problem parameters, fractional link [z, 7*] by putting extra demand into the link.
« graphic capabilities, When the new remaining link capacity of hyty is good

* incorporation of LP. enough to fit the extra amount of demand in lifikj*], i.e.,
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TABLE |
MATRIX My ON THE LEFT—MATRIX M; ON THE RIGHT
Hubs Hubs
Cells | #0 #1 #2 #3 #4 Cells | #0 #1 #2 #3 #4
1{ 0 0 0 1 0 110 0 0 1 0
2 1 0 0 0 0 2 1 0 0 0 0
3| 1 0 0 0 0 3|1 0 0 0 0
4] 1 0 7/15 8/15 0 41 0 7/15 8/15 0
5 1 0 0 0 1 5 1 0 0 0 1
6| 1 0 0 0 0 61 1 0 0 0 4]
711 0 61/75 0 14/75 711 0 61/75 0 14/75
81 1 0 1 0 0 81 1 0 1 0 0
9| 1 0 0 1 0 91 1 0 0 1 1]
10(3/8 0 0 5/8 0 104 1 0 0 0 0
11 1 0 0 1] 0 11} 1 0 0 0 0
12 0 0 0 0 1 12 0 0 0 0 1
TABLE I
MATRIX M7 ON THE LEFT—MATRIX M3 ON THE RIGHT
Hubs Hubs
Cells | #0 #1 #2 #3 #4 Cells | #0 #1  #2 #3 #4
1] o 0 0 1 0 1] 0 0 0 1 0
2|11 0 0 0 0 2|1 0 0 0 0
3|11 0 0 0 0 3|11 0 0 0 0
4| 1 0 7/15 8/15 0 41 1 0 7/15 8/15 0
5| 1 0 0 0 1 5( 1 0 0 0 1
6 1 0 0 0 0 6( 1 0 0 0 0
711 0 61/75 0 14/75 711 0 0 0 1
8] 1 0 1 0 0 8| 1 0 1 0 0
911 0 0 1 0 9( 1 0 0 1 0
10| 1 0 0 0 0 10 1 0 0 0 0
11| 1 0 0 0 0 1|1 0 0 0 0
12] 0 0 0 0 1 12 1 0 0 0 0

(1 — 24 j+)- (unit demand of celt), then group(l — x; ;+) tree constraints and with a minimum extra cost, 1 unit of frac-
unit demand of cell from other fractional link(s) in rowi tional link [¢, 5] are cut and link[¢’, j] is constructed. This
of My, cut the link(s) and form a complete lifk, j*]. This Sub-Algorithm-3
Sub-Algorithm-2: 1) Starts searching at cell 1,
1) Determines all the possible candidates and calculates the?) Changes the link assignment if possible.
additional cost of cutting & constructing the links for each 3) Repeats steps 1-2 until the last cell has been checked.

candidate. 4) Forms matrixi/3; see Table Ill.
2) Assigns the extra cost to the associated variable which is
identified asAc;, ;. End_Sub-Algorithm-3

3) Chooses the minimum¢; ; and performs the link as-  Return to the example in Table IIl. Cell 4 has fractional links.
signment & removal, if possible, by checking the capacitgince the remaining capacity of hub 4 is larger than 1 demand
constraints. unit of cell 4, link [4, 4] is built and fractionat, , andz, 3 are

4) Updatesic; ; with a large nonzero valuey co. erased.

5) However, some link assignments and removal might not4) Phase 4: Cost MinimizationThe purpose of phase 4 isto
be performed due to the previous changes of links, i.e.campensate the increase of the homing assignment cost which
link [¢, 0] has been constructed during any previous iteresulted from processing phases 1-3. When the linking cost

ation in phase 2. of link [¢, j] is cheaper than the linking cost of lifk 0] and
6) Repeat steps 1-5 until allc; ; arecc. without violating both diversity & capacity constraints, then by
7) Form a new matrixd/. moving the demand of cellfrom link [¢, 0] to link [¢, j], there
is a cost savings; ;.
End_Sub-Algorithm-2 This idea is obtained from the 1-for-1 (swing) heuristic [1]

Return to the example in Table II. Ibf;, the link [12, 4] is and the 1-optimal heuristic [7§ub-Algorithm-4  functions
complete, and link [12, 0] is free. Because the cut of link [12) & way similar to the one of phase 2. It first determines all
4] provides enough capacity for an increasébf- 14/75) or  possible candidates and assigns each one with a vacigblelt
61/75 units of cell 7 demand in the link [7, 4], then link [12, 4fhen picks the maximurs; ; and performs the link assignment
is removed, link [12, 0] is built, and link [7, 4] becomes comand removal. One or mores;, ; are then changed to Gub-
plete while fractional:7, » becomes 0Ms; is then formed; see Algorithm-4  repeats the selection process untilalj ; =
Table II. 0. A final matrix My, Table 1V, is obtained.

3) Phase 3: Capacity Searching ProcesEhe purpose of  To complete this example, see matfi%; Table IV, cost re-
phase 3 is to search for a hub lipkvhose remaining capacity is ductions of homing assignments are gained by moving
good enough for 1 unit demand of c&lllf so, without violating « link [4, 0] to link [4, 3],
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TABLE Il
MATRIX M ON THE LEFT—MATRIX M3 ON THE RIGHT
Hubs Hubs
Cells [ #0 #1 #2 #3 4 Cells [#0 #1 #2 #3 #4
1{0 0 0 T 0 1[0 0o 0 1 o0
211 0 0 0 0 201 o o o0 o
311 o0 0 0 0 3{1 0 0 o0 0
4] 1 0 7/15 8/15 0 41 0o o0 0 1
5/ 1 0 0 0 1 5] 1 0 0 0 1
6| 1 o0 0 0 0 6/ 1 0o o0 o0 o0
711 o 0 0 1 71 0o o 0o 1
8|1 o 1 0 0 8/ 1 0 1 0 o0
9|1 o0 0 1 0 9/ 1 o0 0o 1 o
0] 1 o0 0 0 0 {1 0o o o0 o0
1ml1r o 0 0 0 11y1 0 0 0 0
121 o0 0 0 0 21 0 0 0 o0
TABLE IV
MATRIX M3 ON THE LEFT—MATRIX A4 ON THE RIGHT
Hubs Hubs
Cells [ #0 #1 #2 #3 #4 Cells [ #0 #1 #2 #3 #4
16 0 0 1 0 ilo 0 o0 1 0
21 o o0 o0 o 21 0o 0o o o
3|1 o o o0 o 3]1 0 o0 o0 o0
4]1 o0 o o0 1 4{0 o o 1 1
5{1 o o o0 1 5/ 1 0 0 0 1
6/1 0 0 0 o© 6l o o 1 o0 o
711 o o o 1 711 0 o0 o0 1
8/ 1 0 1 o0 0 g8l 1 0o 1 0 o0
9|1 o o0 1 0 90 0 1 1 0
0|1 o o0 o0 o0 {1 0 0o o0 0
mj1 o o o0 O 1m{1 0o o0 o0 o0
1201 0o o 0 0 2{1 0 0 0 0
« link [6, 0] to link [6, 2], TABLE V
* link [9, 0] to link [9, 2]. PROBLEM SIZES
M, is the final solution oH1-1, see Table IV. The value of the NPmtl:lemealtla Cslassll5 féass;g (;‘1353 ;(I)I
noninteger LP solution of model 1 is $39 625, &tid1 provides Nombor tbe | 2-4  a- 6 6-9
an integer solution with a value of $42 083. Section IV-F pro- Number of trees | 1-4 1-2 1-3

vides more detail on the performance of this heuristic.
E. Heuristic 1-3

D. Heuristic ~ 1-2 One important issue aboHfL-2 is its algorithm running time.

. . . . As one anticipates, due to the iterative LP re-solving process,
e emesan oo sk oy R he ek sance s e, e g e apor
. . bly longer. The trade-off between the ability of re-capturin
phase 1. IrH1-1, phase 1 constructs direct cell-MSC links. Th y long y P g

i il th lls that simult e LP bounding property and the heuristic processing time re-
process continues until Inere aré no more Celis that SImuitaiyez o5 attentionH1-3 is, therefore, developed as a reasonable
ously have incomplete links to the hubs and an empty (or i

. : i . ompromise tdd1-1 andH1-2. H1-3 re-solves the LP after only
complete) link to the MSC. During each iteration a Compleﬁ?eration #1 of phase 1, but does not re-solve the LP after every

direct cell-hqb link is built. The |de_a IS _equalent to adding fteration in phase 1. The rest of the heuristics steps follow from
new constraintz; o = 1, at every iteration. Rather than per- 1-1

forming the link assignment statically, phase Haf1l is refined

by re-solving the linear program every time a new constraint is
included in the problem. By doing this, a more dynamic chané:e
of link assignment is gained from the previous noninteger so-To test the heuristics, randomly generated problem instances
lution and the bounding property of the LP relaxation is tighiwvere created within the Mathematica program. Because of the
ened more strongly than with the original phase 1. Hence, tmature of Mathematica, it was relatively straightforward to per-
concept, compared with phase 1, can lead faster to the integeb the cost parameters and location of the cell & hub nodes so
solution. This re-solving process is repeated until there are tiat random problems were generated which also allowed for a
more new constraints that can be added: same process tegraphic output of the network topology.

nation criterion as the original one in phaseHl-2 is again a  Table V illustrates the general experimental design where
4-phase algorithm which performs the LP re-solving in its firghree classes of problems were generated. The relatively small
phase, and is followed by phases 2—4Haf1. instances & topologies assure that the Integer Programming

Experimental Results
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TABLE VI
CLAss |
a. Performance Results b. Percent Deviation from Optimum
Time (sec) Heuristic (%)
#1 ¢ 5 @ Z(LP) H1-1 H1-2 HI-3 Z(IP*) #1111 12 13 TPP|11 12 13
1] 9 3 1 27487 27586 27586 27586 27586 1(054 052 061 o] 0. 0 0.
2110 3 1 38381 38625 38625 38625 38625 21051 086 0.72 0 0. o0 O
3 8 4 1 20493 21846 21370 21846 21314 31063 136 070 1125 03 25
4|11 4 1 32003 32046 32046 32046 32046 41071 146 1.12 0 o 0 0
5110 4 1 25374 26001 26001 26001 @ 25917 5] 067 222 093 0]03 03 03
6|13 4 1 37627 39174 39174 39174 38646 6| 1.07 267 162 114 14 14
7] 9 3 1 15521 15863 15863 15863 15863 71045 050 0.60 ol o 0 0
8{10 4 4 18839 19677 19677 19677 19159 8| 047 133 0.69 1127 27 27
9112 4 1 39714 40720 40356 40356 40356 91094 121 130 1109 o0 O
10 8 3 1 26580 26688 26688 26688 26688 10 | 047 0.78 0.56 1{ 0. 0 O
11|11 2 2 25203 25258 25258 25258 25258 1039 031 045 1{ 0 0 O
12 {14 3 1 44049 44268 44268 44268 44268 121074 188 1.14 0 0. 0 O
x| 063 13 087 05107 04 06
TABLE VII
CLassll
a. Performance Results b. Percent Deviation from Optimum
Time (sec) Heuristic (%)
#| i 7 Q Z(LP) H1-1 H1-2 H1-3 Z(IP) # 1-1 1-2 1-3 IP*J1-1 12 1-3
1724 5 1 64508 66633 66633 66633 65276 1| 506 4.86 545 121 21 21
2|16 5 2 56452 59428 59267 59428 58278 21 218 3.03 263 4120 17 20
3122 6 2 3800 41422 39750 41384 38952 31 729 3964 14.39 4163 21 62
4125 6 1 64754 67886 71758 66082 65092 41133 68.16 1821 5143 102 15
5124 6 1 59237 60195 61995 60843 59499 5 7.16 4267 14.01 3112 42 23
6125 6 1 66859 71904 70320 69192 68352 6| 850 46.36 16.52 4152 29 12
712 6 2 56807 60151 60087 60087 58599 71 895 4286 1522 508 127 25 25
8|18 4 1 51004 51546 52668 52668 51546 8| 169 1422 3.3 71 0. 22 22
9|17 5 1 73310 73766 73584 73766 73584 91 248 1393 4.26 1103 0. 03
10120 6 2 37899 38418 38924 38924 38418 10] 47 1252 8.72 24 0. 13 13
11118 5 2 69191 71460 70974 70380 70380 11§ 405 13.77 6.19 7115 08 0.
12124 5 2 44925 46116 45376 46096 45196 12 6.23 20.60 10.59 7120 04 20
T 581 2689 9.94 4608 2.8 2.5 2.0

model allows computing an optimal solution for comparison. Class Il Results

All experiments were carried out on a Dell Dimension XPS 146 viii(a) represents the value of the heuristic solutions
H266MHz computer with Windows NT operating system. o the problems in class Il along with the value of the optimum
integer solution. The IP solution was not computable within a
reasonable amount of time f&1. Table VIII(b) illustrates the

percentage deviation from the optimum solution for each of the

Table VI(a) represents the value of the heuristic solutions fgpuristics. For this final class of exampletl-1 emerges as the

the problems in class | along with the value of the optimmlﬂeSt approach. )

integer solution. Table VI(b) illustrates the fraction deviation 12ble IX presents the summary experimental results across
from the optimum solution for each of the heuristics. For thidl 3 heuristics and all problem classes.

class of problemdl1-2 fares pretty well on solution quality, yet
experiences a doubling of CPU time o¥l-1. The CPU times
for the optimal integer LINDO solution were not precise enough This P2 formulation allows for variable link capacities. The
to yield values lower than 1 second, which explains the O’s irariable link capacity problem is stated formally as:

column 5 of Table VI(b). In later table runs, with larger problem P9: Minimize Z — -
. L : = g Tyt ) Bre 6
instances, this discrepancy does not appear. Z Z T Z o (6

G. Class | Results

V. P2: SNGLE-PERIOD DEMAND VARIABLE LINK CAPACITY

i€V jER IcH
subject to
H. Class Il Results > @i ;=s forallieV; @)
jeR

Table VII(a) represents the value of the heuristic solutions Z Z D; <K foralll e H ®)
A, Ty "y ;
s

for the problems in class Il along with the value of the optimum

T

integer solution. Table VII(b) illustrates the percentage devia- ‘<" /<%
tion from the optimum solution for each of the heuristics. For Y _ @;; <1 foralli, g=1,---, @; 9)
this second class of problenid]-3 does very well, compared JCTy

to H1-1 andH1-2; yetH1-1 runs the fastest. x; 5 ={0,1} forallé, j; (10)
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TABLE VIII
Crass il
a. Performance Results b. Percent Deviation from Optimum

Time (sec) Heuristic (%)

#| i 5 Q zZ@P) HI-1 H1I-2  Hi3 Z(IP*) # 1 12 1-3 1P | 1.1 1-2 1.3
1(41 7 2 95986 98213 99605 99509 96029 1 46.29 178.19 89.65 3123 37 36
2150 7 2 120096 123750 130374 125622 120606 2| 8096 457.25 152.96 302 26 81 4.2
3(41 9 2 130018 131403 131241 130944 130512 3185093 70213 18621 445 |07 06 03
4 (33 8 2 108391 109158 109245 109245 109158 4 28.95 293.83 49.43 125 0. 01 01
5145 7 3 109700 113188 110520 113188 109899 5 57.28 291.15 113.22 75130 06 3.0
6141 9 3 56257 56313 56313 56313 — 6 75.20 72.19 74.99 e e
7133 9 2 48116 48422 48422 48422 — 7 38.31 107.96 73.17 —_— - = -
834 8 2 56932 57448 57304 57304 — 8] 48.23 93.31 93.58 - - - -
941 8 2 106898 108780 110010 110130 — 91 57.87 27779 113.44 —_ - - =
1038 9 2 96101 99744 97314 97314 — 10 | 64.98 31945 126.82 - - = -
11144 8 2 95027 99496 103432 99640 — 11 2.46 700.16 157.89 —_ - - -
1213 7 1 94599 95922 97674 95922 — 12 1 3219  249.51 63.83 - - - -
Z | 5815 811.91 10793 190} 1.7 26 2.2

TABLE IX Two alternative heuristicd-1, andH2-2) for P2 are pro-

SUMMARY —AVERAGES OF THEEXPERIMENTAL RESULTS posed, to yield an integer solution szl’-

Problem Data | H1-1  H1-2 H1-3 IP*

Running Time | 21.53 113.35 39.58 78.86 B. Heuristic  2-1
Deviation from i i . .
Optimum (%) | 1.55 1.84  1.59 A straightforward approach to obtain a feasible solution

for P2 is to take the fractiona}; from model 2 and get their
LIUB: [-]. When a fractionaly, is increased its LIUB, extra
w =0 forallleH. (11) |ink capacity is added into the Hub-MSC link the constraint

In this P2, K is a constant, e.gK = 672, the capacity of the ©f int€gery, is no longer violated. This gives an easy upper
DS3 link but any nonnegative integer will dg; is the number bound on the optimal integer solution value. Uskt#31 one can

of units to purchaseB is the fixed cost per unit anticipate that the homing assignment will remain unchanged
while the monthly interconnection cost becomes higher.
A. Heuristic An alternate approach is to pattern a heuristic simila#flel

_ ) _ where the closegy; is replaced by its LIUB, then resolve the
As seen in the problem formulatioR2 has the integral prop- | p sequentially solve LP relaxations@() time until an in-

erty [4]; thus a series of LP relaxations can be used to genergiger solution is achieved. We did not implement this heuristic

effective lower bounds as #l. Section V-D demonstrates thatyqgification because the simplest version worked well enough.
the LP relaxation always yields an integer LP lower bound on

thex; ; variables, which proves to be a very effective heuristie  jeoyristic 2-2

procedure. . . .
Running some of the computation experiments provided ProPerty 3 in Section V-A shows how to determine the

some very interesting insights fé¥2: those 3 properties aretotal number of link units that should be purchased. To use

presented here without proof: this insight well, a new constraint (cutting plane) is constructed
Property 1: P2 guarantees allintege, ;, but the mostlikely Which indicates that the sum gf must equal the rounded-up
variablesy;, are nonintegers. sum of fractionaky,; from model 2. In addition, similar to the

This property is related to the integrality property of the | pe-solving idea irj—ll-l, another new con.straint is added into the
relaxation, but unfortunately, we do not see a straightforwaRjoPlem every time before the re-solving process takes place.
proof. In all our experiments to date, the ; were 0, 1 which This is a _constralnt of forcing ong _to take an integer value,
eventually makes the heuristic solution process based on LP#1€T€w: is chosen based on the idea Rfoperty 2 (the
laxations very powerful. yi1, whose value is its LIUB). The re-solving process terminates

Property 2: Among a set ofy;, anyy; which is the closest When ally; are integers.
to its LIUB, [-], tends to be (but not necessarily) rounded up to

that LIUB in the optimal solution. D. P2: Experimental Results
This property has a fortunate side-effect for our LP-basedTable XI(a) represents the value of the heuristic solutions for
heuristics. the problems in class | along with the value of the optimum

Property 3: If we round up the sum of the (fractiona)), the integer solution. Table XI(b) illustrates the fraction deviation
resulting integer value always equals the sum of integerthe  from the optimum solution for each of the heuristics.

optimal solution. Table Xll(a) represents the value of the heuristic solutions for
This property is interesting and led us to explore a valid irthe problems in Class Il along with the value of the optimum
equality to include with the LP relaxation process. integer solution. Table XII(b) illustrates the fraction deviation

Table X illustrates these 3 properties we have fourfdom the optimum solution for each of the heuristieR-1 per-
experimentally. forms better tham2-2.
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TABLE X
EXAMPLE—PROPERTY RESULTS

Hub Capacity Values: Y

Trial # | 0 Y2 y3 Ya ys ys | Total [Total]

LP 1137 3.0833 0.8333 1.6667 0 9.3333 10
Integer 4 1 1 4 0 10 10
LP 210 0 0.9167 4.8333 5.75 6
Integer 0 0 1 5 6 6
LP 3| 5.1667 27083 2.7083 0 10.5833 11
Integer 3 3 5 0 11 11
LP 4113333 0 0 2.75 0 4.0833 5
Integer 2 0 0 3 0 5 5
LP 51 3.5420 2.75 0 1.5417 6.8333 14.667 15
Integer 5 3 0 0 7 15 15
LpP 610 3.5417 3.7917 2.5417 0.5417 10.4168 11
Integer 0 2 4 5 0 11 11
LP 7128333 19167 0 2.5 4.5 11.75 12
Integer 7 2 0 0 3 12 12
LP 8129167 0 1.3333  2.0417 0 0 | 6.2917 7
Integer 3 0 2 2 0 0 (7 7
LP 91475 0.6667 0O 0.6667 0 6.0834 7
Integer 5 0 2 0 0 7 7
LP 10 1 25833 0 0 4.0417 6.625 7
Integer 5 0 0 2 7 7

TABLE Xl

CLASS | (HEURISTIC SOLUTIONS)

a. Performance Results b. Percent Deviation from Optimum
Time (sec) Heuristic (%)

#1 1 7 Q Z(LP) H2-1 H2-2 Z(IP*) # | 21 2-2 IP* | 2-1 2-2

1} 9 4 1 30251 31388 31321 31010 1022 111 1 1.2 1.0

21 9 3 1 19070 20344 20303 19664 21016 0.61 1 3.5 3.3

3112 3 1 44121 45038 44765 44374 31032 101 2 1.5 0.9

4] 8 3 1 25271 25812 25812 25812 41012 057 1 0.0 0.0

5] 9 3 3 3938 40152 41384 39984 5040 082 1 0.4 35

6110 4 1 27112 27534 27729 27444 6030 141 1 0.3 1.0

7113 3 1 55169 56430 57916 56386 71034 095 1 0.1 2.7

8({14 3 1 61044 62249 65093 61789 81042 133 6 0.7 5.4

9114 4 1 30906 31370 31370 31370 91063 18 3 0.0 0.0

10{11 4 4 35130 35658 35658 35658 10062 218 0 0.0 0.0

1111 4 1 25832 27379 27283 26476 11 | 0.37 141 1 3.4 31

12 {12 4 1 24312 25274 N/A 24876 12 | 048 N/A 2 1.6 N/A

z | 037 120 167] 1.1 1.9

TABLE Xl
CLASS II: (HEURISTIC SOLUTIONS)

a. Performance Results b. Percent Deviation from Optimum
Time (sec) Heuristic (%)
#1 i 7 Q Z(LP) H2-1 H2-2  Z(IP*) # | 21 22 IP* | 21 2-2
1(26 5 1 89507 90622 92469 90358 1(593 2672 25 |03 2.3
2128 6 1 103256 104973 105423 104433 21988 5427 990 | 0.5 1.0
3125 5 2 96718 97475 97938 97475 358 2787 16 | 0.0 0.5
4124 5 2 99490 101248 100861 100438 4477 2150 47 |08 04
5129 6 1 105844 107820 109970 107010 5946 5184 1748 ( 0.8 2.8
6124 6 1 58290 61184 59807 59282 6675 3584 128 | 3.2 0.9
7119 4 1 51503 53233 53710 52614 71112 473 7 1.2 2.1
8|24 5 2 63406 65141 65739 64018 81534 21.66 4 1.8 2.7
9119 6 1 66524 68382 69471 67723 9148 2711 10 | 1.0 2.6
10118 5 1 61427 64574 64685 63098 10| 1.65 836 7 2.3 2.5
11120 4 1 47958 49385 49240 48357 11 | 147 572 6 2.1 1.8
12125 5 2 83772 85196 84877 84678 12 | 467 2070 24 | 06 0.2
x| 514 2558 251 | 1.2 1.7

Table XllIi(a) represents the value of the heuristic solutiorts. Large-Scale Experiments f82 and H2-1
for the problems in Class Il along with the value of the
optimum integer solution. Table XllI(b) illustrates the fraction Three large cellular network problems are examined; only
deviation from the optimum solution for each of the heuristic$i2-1 is appliedH2-2 is not considered due to the anticipated
H2-1, again, performs better th&i2-2. long run times. The results are in Table XIV.
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TABLE Xill
CLAss Il (H EURISTIC SOLUTIONS)

a. Performance Results b. Percent Deviation from Optimum

Time (sec) Heuristic (%)

#| i 5 Q 2Z@LP) H2-1 H2-2  Z(IP*) # 2-1 2.2 IPF | 21 22

1[40 6 2 136492 137693 139112 137019 1| 2758 1512 2580 | 0.5 1.5

2|48 6 2 112247 114699 114201 113231 2| 3709 2051 7800 | 1.3 0.9

3137 7 3 66092 67921 67439 66909 312001 1954 780 | 15 0.8

4|3 8 2 121741 123610 N/A 122564 4]3739 N/A 5400 | 0.9 N/A

5]49 9 1 106635 109933 113486 —_ 519991 8138 — | — —

645 8 1 150248 152958 161997 — 66579 4687 — | — —

7|13 7 2 99814 102211 102450 — 7| 2738 145 — | — —

842 6 2 150679 152109 154155 — 8| 522 1429 — | — —

948 8 2 113141 116230 116920 — 9| 8112 5640 — | — —

1040 7 2 80532 83239 82120 — 10 | 2952 1794 — | — —

11|35 7 2 95389 97543 10309 — 1 | 2515 1562 — | — —

12|34 8 2 121108 124037 130257 — 12 | 3134 2225 — | — —

Z | 43.04 2922 4140| 1.2 11

TABLE XIV from one hubyj to another hulk; the problem then becomes a
CLAss lIl: L ARGE-SCALE PROBLEM RESULTS nice Steiner problem.
Time (sec)
#| i j Q Z(LP) H2-1 LP H2-1
1[50 10 3 84387 86872 24813  249.20 APPENDIX

2|67 14 3 102204 106777  479.37 47941 P1 HEURISTIC DETAILS

392 15 2 195217 200691 1730.55 1731.00

A.

VI. P3: CONCLUDING REMARKS

This last section

« discusse®3, but does not attempt to solve it,
» addresses some open questions,
* presents further insights.

A. Multi-Period Demand, Variable Link Capacity

P1 & P2 are generalized; demand varies over time. The main
difference betweei®2 and P3 is the addition of the discrete
time-period index which unfortunately increases the dimen-
sions of the problem. The formal statement is:

P3: Minimize Z
=33 Vst XY B (02
i€V jeR t ey
subject to
Z zi jr=si¢ forallieV t (13)
JER 5

D;
SN = ajiwi <Koy, forall K; € H, (14)

S
icv jcrR bt

> wige<1 foralli it g=1,--,Q (15)
jeTy

x;, 5+ =40,1}  foralle, j, t; (16)
w20 forallle H, ¢ (17)

Again, by examining the constraint structure it seems that the LP
relaxation process will be beneficial in providing lower bounds
on the optimal integer solution to the multi-period programming
problem.

B. Problem Variations

Another variation o2 is incorporating a mix of infinite and
finite capacities on the links. The link costs can be incorporated

Phase 1

» Step 1: Given a noninteger solution®i. Form the ma-
trix M, to record the current noninteger solution obtained
by solving the linear programming problem. Element
Mylé, 7] is 1, 0 or a fractional value less than 1; these
represent respectively, a complete, empty, or incomplete
“link between celli and huby is constructed.” MSC is
hub 0. Set = 1.

» Step 2: Whilei < n, if cell ¢ has incomplete links to hubs
(fractionalz; ; in rows of matrix My) and if My[¢, 0] # 1
(link between celf and MSC is free or partially free), then
construct a complete link, 0] (x; o becomes 1) and sub-
tract (1 - originalz; o) units of fractionals; ; inrow (re-
move incomplete links). The idea is to move (1 - original
x; o) units of celli demand from those incomplete links to
link [¢, 0]. If the originalz; ¢ is O, then the total demand
transfer is 1. Set = i + 1.

» Step 3: A new matrix}/; is formed.

Phase 2

 Step 1: Bring in matribx}{; from phase 1. Set= 1.
» Step 2: Whilei < n, if cell ¢ has incomplete links to the
hubs ¢;, ;) then set counter = 0.
e Step 2.1: counter = counter + 1.

e Step 2.1.1: Set = 0.

» Step 2.1.2¢ = ¢/ + 1. Iflink [¢, 0] is free and
if link [¢, /5*] is complete and if one demand
unit of cell ¢ is larger than 1 demand unit of
cell < then multiply: by (1 — z; ;-), and

XCi’,j* = Ci/70 — cz/“]*

 Step 2.1.3: Process uniil = n. Repeat step
2.1.2.
* Step 2.2: If countex number of fractionat; ;'sin
row 1, then go to Step 2.1, else= ¢ + 1.



KUBAT et al: DESIGN OF CELLULAR NETWORKS WITH DIVERSITY AND CAPACITY CONSTRAINTS

* Step 3: Whilemin; ; [xc;, ;] # oo go to step 3.1.
* Step 3.1: Choosmin[Xc; ;, XCir, ;+]. If link [¢, 0] is

free and if link[¢’, j*] is complete, then go to step

3.2; else go to step 3.3.
* Step 3.2: Construct link’, 0], remove link[¢’, 5],

complete link[z, 5*] by setting it to 1, and subtract

(1 — ;, ;~) from the other fractionat; ; in row .
» Step 3.3: Set x¢ ;- = oc.
 Step 4: MatrixM5 is then formed.

C. Phase 3

 Step 1: Bring in matrix(/;. Calculate the remaining link
capacities.
» Step 2: Set xg = oc. Seti = 1.

» Step 3: Whilei < n, if cell ¢ has incomplete links to hubs

(.TZVJ) setj = 0.

» Step 3.1; = j+ 1. If the remaining capacity of hub

jo is larger than 1 demand-unit of célland if the
remaining capacity of any hub between hjgband
MSC (on the same tree of huf) is larger than 1
demand unit of cell’, then calculate xc

n
XCj, = Cir, 4, — E : Cir,j "L, g
k=1

is the index of a fractional number,
is the number of fractionat;_;
 Step 3.2: Proceed until= m (not including MSC).
Go to step 3.1.

* Step 3.3: Ifinin, [Xc;] # oo, then go to step 3.4, else

go to step 3.5.

 Step 3.4: If the remaining link capacity of hybis
larger than 1 demand unit of cell, then set frac-
tionalz; ; in row+’ to 0. Construct linKz’, j]. Up-
date the remaining link capacities. Reset = co.

e Step 3.5:Set = ¢ + 1.

D. Phase 4

» Step 1: Bring inM5. If at least 1 element id/; is not an
integer, then Stop; else go to step 2.

» Step 2: Calculate the current remaining link-capacitie

Setcs; =0,¢ = 1.
» Step 3: While: < n, (i = 7'). Setj = 0.
* Step 3.1y =5+1(j = j). Iflink [/, 0] is com-
plete, and if link[¢’, '] is free, and if the remaining

link capacity of huly’ is larger than the unit demand

of cell#, and if¢; o > ¢;, 7, then calculate:
CS,,]" = ci70 — ci’,j’
 Step 3.2: Proceed untjl=m (not the MSC). Go to
step 3.1.
e Step 3.3: Set = ¢ + 1.
+ Step 4: While maximum gs; # 0. Find maximum cs;;,
 Step 4.1: If the remaining capacity of hyibis larger

than 1 demand-unit of celf, then go to step 4.2; else

go to step 4.4.
« Step 4.2: If the remaining capacity of any hub b
tween huly* and MSC (on the same tree of hyit)
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is larger than 1 demand-unit of cétl, then go to step
4.3; else go to step 4.4.

» Step 4.3: If the construction of link*, j*] does not
violate the tree constraints, then cut lifik, 0] and
construct link[¢*, j*] and update the link capacity
of hubj* and set all cs; in row * to O; else go to
step 4.4.

» Step 4.4: Setgs ;- = 0.

e Step 5: Matrix
End of P1 Heuristic

My is formed.
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