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TOPICS IN INTERNET TECHNOLOGY

INTRODUCTION

The Internet is a “meta-network,” a constantly
changing collection of thousands of individual
networks, all communicating with a common
protocol. Nobody owns the Internet, there is no
centralized control, and nobody can turn it off
[1]. IP routing is thus designed for robust opera-
tion in case of changing network state. It can re-
establish connectivity after almost any failure of
network elements. However, failure reaction is
not guaranteed to be sufficiently fast or efficient.
In order for this article to be self-contained and
for the sake of completeness, we first briefly
review the relevant characteristics of IP routing
to bring out the issues related to resilience.
Readers already familiar with the working of IP
can skip this introduction and move another sec-
tion where we survey various proposals whose
goal is to improve IP resilience.

STATE-OF-THE-ART IP ROUTING
The global Internet, as we know, is a set of net-
works interconnected by routers that are config-
ured to pass traffic among computers attached
to the networks in the set. To ensure that all

routers maintain information about how to reach
every possible destination, the routers use route
propagation protocols to exchange information
with other routers. However, such a scheme
where routers exchange routing information with
all the other routers does not scale to the entire
Internet. To limit routing traffic, routers are
divided into groups or autonomous systems
(ASs). An AS is a network of routers under a
single administrative entity. Within an AS, all
routers exchange routing information and run a
common routing protocol. One or more routers
in the AS pass the summarized routing informa-
tion to other ASs [2].

Within an AS, interior gateway protocols
(IGPs) are responsible for building and main-
taining route information. The IGPs are of two
types:
• Distance-vector protocols: Each router peri-

odically exchanges all its reachability infor-
mation with its neighbors. This has the
advantage of low communication overhead
at the cost of increased delay in conver-
gence. An example is the Routing Informa-
tion Protocol (RIP).

• Link state protocols: Each router periodi-
cally floods neighbor reachability informa-
tion (in other words, states of their adjacent
links) to all other routers in the AS. Every
router then calculates its shortest path to
each destination. This leads to fast conver-
gence but high communication and compu-
tation overhead. Examples are Open
Shortest Path First (OSPF), Intermediate
System to Intermediate System (IS-IS).
Link state protocols also allow an AS to be

further partitioned into subsets or areas. Routers
then exchange link status messages with other
routers within a given area. One router in an
area is configured to communicate with a router
in one or more other area(s) to ensure connec-
tivity between areas. Thus, with this hierarchy,
link status broadcasts are restricted to routers
within an area. The resilience strategies we study
do not explicitly address this form of hierarchical
routing within an AS.

Exterior gateway protocols (EGPs), such as
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Border Gateway Protocol (BGP), connect ASs
together. Figure 1 illustrates the typical architec-
ture of the Internet. For the purpose of this
study, we focus our attention on intra-AS rout-
ing and failure recovery, and we survey the vari-
ety of schemes proposed in this regard. As the
focus is on intra-AS resilience, we use the term
network to mean an AS in the remainder of this
article. The study of the complex dynamics of
IGP/EGP interaction and improving overall
resilience is an ongoing area of research and sig-
nificant activity is expected in this field.

FAILURES AFFECTING IP CONNECTIVITY
In an IP network failures can happen at various
protocol layers for different reasons. At the
physical layer, a fiber cut or optical equipment
failure can result in loss of connectivity. Hard-
ware failures, software errors, misconfiguration
errors, etc. are some of the other sources of fail-
ures. Assuming that the network employs an IP-
level restoration approach, these failures
manifest themselves as loss of IP links between
routers, recovery from which forms the subject
of this study. For an in-depth study and charac-
terization of various failures in an ISP’s opera-
tional IP backbone, the interested reader is
referred to [3].

FAILURE REACTION
In current IP networks, the popular IGPs are
OSPF and IS-IS. The two are conceptually
equivalent. Both provide all the routers within
an AS with a complete view of the topology of
the AS’s domain. The routers can then find
paths to each destination. However, there may
be multiple paths available between a source
and a destination. Routing metric refers to a
measure of the path that routing software uses
when choosing a route. Network operators
manually assign a routing metric (also known as
link weight) to each link in their network, which
is typically in the range [0, 255] [4]. The weights
assigned to links play a very significant role in
determining how data is routed in the network,
since each router routes traffic along the short-
est path (in terms of the metric) toward each
destination.

Each router periodically probes adjacent
routers and broadcasts a link status message on
detecting a failure. Routers receiving the mes-
sage recompute their shortest paths. Thus, this
failure recovery strategy is essentially reactive.

The above approach may lead to loops and,
consequently, packet losses while the routers are
recalculating their shortest paths after a failure
is detected. Typically, the networks converge
(i.e., all routers have a consistent view of the
network and packet forwarding resumes) in a
few tens of seconds [5]. However, many emerg-
ing services, such as voice over IP (VoIP),
require stringent service availability and reliabili-
ty that the current mechanisms are unable to
provide.

The current mechanisms also do not ensure
that restoration leads to efficient management of
the resources in the network. For instance, con-
nectivity may be restored through congested
paths, even when there are other links in the
network that have low utilization.

A fundamentally different approach to ensure
network survivability is to provide protection and
restoration mechanisms at a lower layer (e.g.,
the optical layer). However, researchers have
argued for IP-based resilience strategies in [6]
for its effectiveness and cost efficiency compared
to restoration at lower layers.

We examine the proposals put forward by the
research community to alleviate the above prob-
lems with existing IP resilience and critique their
contributions. We also outline future research
directions in this field.

PROPOSALS
Research on IP resilience can be classified into
two broad categories.

Reactive: These approaches try to improve on
the existing reactive mechanism to failures.
There are two types of reactive mechanisms pro-
posed:

Full flooding — These proposals rely on
flooding link status messages to all routers in the
network. We find two different objectives within
this category:

• Speed up reaction: This set of work deals
with how to reduce the time in which the
network converges.
• React efficiently with respect to resource
management: These methods aim to modify
the link weights so that the new shortest
paths calculated after flooding do not lead
to congestion in the network.
Limited flooding — This approach seeks to

restrict flooding to only a small set of routers
that must be informed to ensure recovery.

nnnn Figure 1. Routing in an IP network.
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Proactive: These proposals proactively com-
pute backup next hops and react locally to link
failures.

A classification of various schemes is shown
in Fig. 2. We present an overview of the schemes
and discuss their contributions in the following
sections.

REACTIVE: FULL FLOODING WITH
FAST CONVERGENCE

In this category of proposals, researchers pro-
pose to continue flooding link failure informa-
tion to all nodes (routers) in the network, but
certain parameters of current implementations
of OSPF/IS-IS are modified to achieve subsec-
ond convergence within the existing frame-
work. As a representative proposal in this
category, we examine the work in [5] in greater
detail.

Toward Millisecond IGP Convergence — In
this IETF draft [5] the authors tested implemen-
tations of IGP (specifically IS-IS) on commercial
routers manufactured by leading vendors. They
suggested improvements in all the major steps of
IS-IS rerouting, starting from failure detection to
new route calculation.

Fault detection: The authors propose to speed
up Hello exchanges to be in the subsecond range.
These Hello messages are keep-alive beacons
exchanged among adjacent routers to detect link
failures and repairs. Speeding up Hello
exchanges would help in fast detection of link
failures. However, speeding up Hello exchanges
can lead to the possibility of route flaps (where
some existing route is erased and again added to
the routing tables quickly). To avoid this kind of
instability, Alaettinoglu et al. [5] propose that
bad news should travel fast but good news should
travel slowly (i.e., a new path should be quickly
calculated when a link goes down, but not as fast
as when a link comes up).

Propagation: It was observed that routers did
their shortest path evaluation first, before for-

warding the link failure advertisement to other
routers. To allow fast convergence, link failure
advertisements must be given higher priority.

Shortest path calculation: The authors found
that Dijkstra’s shortest path routing algorithm
implementation on routers was inefficient. Use
of incremental algorithms was proposed to speed
up calculation (where these algorithms do not
try to recalculate the entire shortest path tree
but only the portions affected by the link failure
[7]).

The advantage of this scheme is that it does
not require any fundamental changes to existing
IGP implementations and is applicable to any
number of failures. However, the convergence
time for multiple failures needs to be ascer-
tained. Unfortunately, unrestricted flooding
itself may turn out to be wasteful in bandwidth,
since it was shown in [3] that link failures are
frequent and transient.

REACTIVE: FULL FLOODING WITH
EFFICIENT RESOURCE MANAGEMENT

This set of work retains the concept of flooding
link state information to all nodes but investi-
gates the problem of reacting efficiently to fail-
ures. The researchers propose methods to adjust
link weights (or routing metrics) so that after a
failure occurs, traffic is evenly distributed in the
network. Normally, each link is assigned a weight
by the network operator before the routers cal-
culate their shortest paths to various destina-
tions, and these link weights determine where
traffic is placed in the network. A leading router
vendor’s recommendation [8] is to assign link
weights to be inversely proportional to the capac-
ity of links. The idea is that this will attract more
traffic to high-capacity links and less traffic to
low-capacity links, which will lead to a good load
distribution.

For reacting efficiently to failures, two dis-
tinct approaches have been proposed. The
dynamic approach changes link weights on the
occurrence of a failure, while the static approach

nnnn Figure 2. Classification of various proposals for IP resilience (please see the article for references).
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chooses one set of link weights that works well in
the presence or absence of single-link failures.

Dynamic Link-Weight Assignment — Fortz et
al. [8] aim at assigning link weights in a network
with changing states (due to link failures, etc.),
keeping in mind the traffic demands, so as to
minimize congestion. The authors define a cost
for each link based on its load and capacity, such
that a link has increasing cost as its load
approaches its capacity. In other words, as a link
gets increasingly loaded, it becomes less suitable
for carrying more traffic for the routing algo-
rithm. They try to assign weights to links so as to
minimize the sum of the cost of all links.

In [8], to handle single-link failures, the
authors propose a heuristic to change as few link
weights as possible to transition to a state of
lower congestion. Basically, the goal is to change
link weights after a failure so that the new short-
est paths found after flooding would not be con-
gested. The proposed heuristic is similar to
breadth-first search, and it works as follows.
Given an initial weight setting, some 1000 single
weight changes are considered. After each weight
change, the new shortest paths are calculated
and demands are routed. The 100 best weight
changes are retained to improve the objective of
minimizing the sum of cost of links. Again, 1000
single weight changes are applied to the new set,
and the process is carried on iteratively.

The authors find from simulations on a U.S.
nationwide backbone topology that by at most
three weight changes they can arrive within 10
percent of the performance of the optimal
assignment of link weights for that network
state.

This was a seminal work that studied the
problem of link weight assignment in IP net-
works. Note that by this approach, resource uti-
lization can be improved with no changes to
routers or protocols. On the other hand, the
approach does not address node failures or mul-
tiple link failures.

Static Link Weight Assignment for Tran-
sient Link Failures — Nucci et al. [4] focus on
minimizing the impact of transient link failures
on traffic. Recent studies indicate that a large
percentage of link failures are transient [3].
Thus, changing link weights dynamically, as was
proposed in the dynamic link weight assignment
scheme, may not be a very practical solution as
flooding must follow every link weight change.
The authors propose an approach for assigning
link weights in IS-IS/OSPF networks that takes
into account the isolated failure of any possible
link in the network. The goal is to find one set of
link weights that works well in the absence of
failures and, at the same time, does not overload
any link during transient failures. The objective
function the authors use is

F = (1 – W)µ(S0)+Wµ(Swst), (1)

where µ(S0) is the maximum bottleneck load on
any link with no failures, µ(Swst) is the maximum
bottleneck load over all possible single link fail-
ures, and W is a parameter chosen from (0,1),
where W = 0 corresponds to finding link weights
without considering failures, and W = 1 corre-

sponds to ignoring performance in the absence
of failures. Basically, a particular value of W
decides which of the two scenarios (absence of
failures or a single link failure) is given more
weight.

The authors use a Tabu search heuristic to
find a solution. In the start state, link weight is
chosen to be the inverse of the capacity of the
link. The stop criterion depends on the number
of iterations done, quality of solution desired,
and computation time.

This scheme has the obvious advantage over
the dynamic approach that link weight changes
are not necessary when a failure occurs. This
reduces the amount of information that needs to
be flooded. However, the work is restricted to
single link failures, and the proposed Tabu
search can be computationally expensive.

In all the above schemes, link failure infor-
mation is flooded to all the nodes in the net-
work. If failures are transient and occur
frequently, which has been shown to be the case
in [3], this will result in excessive flooding. The
following proposal attempts to restrict flooding
to only the necessary nodes that need to be
informed for packet forwarding to resume.

REACTIVE — LIMITED FLOODING
Narvaez [9] proposes restricted flooding to
handle link failures. When link A → B fails,
l ink state information is communicated to
only those nodes in the shortest restoration
path of link A → B. The shortest restoration
path is a set of nodes that includes A (but not
necessarily B) and forms the shortest path
between A and B without link A → B. The fol-
lowing two algorithms are proposed to update
routing tables in the nodes on the restoration
path.

Branch-Update Algorithm — The basic idea
of this algorithm is that the router performing
the routing update will record all the nodes, D,
which are the descendants of link A → B in the
existing (outdated) shortest path tree at that

nnnn Figure 3. Descendants of link A → B in the
shortest path tree at a router.
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router (Fig. 3). These nodes, D, are the nodes
to which the routing paths are affected by the
failure. The router performing the update cal-
culates the new shortest path to B without link
A → B, and the next hop for all the nodes in D
becomes the same as the newly calculated next
hop for B.

This algorithm works only for single link fail-
ures. The authors propose another algorithm to
update routing table entries along a restoration
path that can support more than a single failure
as long as they are independent (i.e., one failure
does not affect the restoration path of another).

Vector-Metric Algorithm — The main novelty
of the vector-metric algorithm is that the metric
of each link is represented inside each router by
a vector of values rather than a scalar. Each link
in the link state database of a router has an
associated vector V = (v0, v1, …, vn) represent-
ing the cost metric of that link. Lexicographic
ordering is used to compare the values of two
vectors.

During initialization, v0 is set to the original
cost of the link, and every other metric is set to
zero. During the execution of the algorithm,
the vector metric of a link can be downgraded:
if V = (v0, v1, …, vn) is the vector metric of a
link, after it is downgraded the new vector met-
ric will be V′ = (v′0, v′1, …, v′n), where v′0 = 0 and
v′i = vi–1.

After failure of a link, say A → B, node A
informs all the routers in some shortest restora-
tion path of the failure. The set of links P that
connect the nodes in the restoration path is
recorded. For each of the links in P, the
informed routers will downgrade the vector met-
ric of that link. After these metrics are down-
graded, the new shortest paths for every
destination are computed in the informed
routers using the regular shortest path algorithm
and the vector metric for links.

Thus, for the approaches described in this
subsection, global flooding is no longer neces-
sary.

All of the above schemes require flooding or
informing other routers about the failure. The
proposals in the next category try to suppress
failures, so only the nodes adjacent to the link
that fails need to know about the failure. The
other nodes continue to route according to their

precalculated routing tables. This is especially
efficient when failures are frequent and transient
in nature, and/or the network is large.

PROACTIVE RESILIENCE
The schemes in this category use precomputa-
tion along with local failure reaction to speed up
the reaction time to failures. Such schemes do
not need to wait for flooding or convergence of
the network, but as soon as a failure is detected
can use the precomputed backup path to for-
ward traffic.

Failure Insensitive Routing (FIR) — In [10]
the authors propose an algorithm to reroute
traffic in the event of a link failure, while sup-
pressing failure notification to other routers in
the network. Two key ideas used are:
• Interface-specific forwarding: This enables

inference of link failures based on a pack-
et’s flight (the interface from which it is
coming). When a packet arrives at a node
through an unusual interface (through
which it would never arrive had there been
no failure), the potentially failed links,
referred to as key links, can be inferred.

• Local rerouting: Once link failures are
inferred, packets are forwarded on the
appropriate next hop to avoid the failed
links.
For rerouting, interface-specific forwarding

tables are precomputed, since inferences about
key links can be made in advance. Thus, under
FIR, when a link fails, only nodes adjacent to it
locally reroute packets to the affected destina-
tions, and all other nodes simply forward packets
according to their precomputed interface-specif-
ic forwarding tables without being explicitly
aware of the failure. Once the failed link comes
up again, forwarding resumes over the recovered
link.

For example, consider the network topology
shown in Fig. 4 where each link is labeled with
its weight. The corresponding routing table at
node A is also shown in Fig. 4. Under FIR, when
link B → C is down (note that links are bidirec-
tional), node B locally reroutes packets from
node A that have as their destination node F
back to node A instead of dropping them. When
a packet destined to node F arrives at node A
from node B, node A can infer that some link

nnnn Figure 4. Sample network topology as well as routing and forwarding tables at node A.
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along node B’s shortest path to node F must
have failed; otherwise, node B would not for-
ward packets with destination node F to it. Node
B would forward such packets to node A only if
link B → C or link C → F is down. Hence, the
key links associated with the interface B → A
and destination F are {B → C, C → F}. Thus,
when a packet for node F arrives at node A from
node B, node A can infer that one or both of
these key links are down, although node A is not
explicitly notified of the failure. To ensure that
the packet reaches node F, node A will forward
it to node E instead (by consulting its forwarding
table), avoiding the corresponding key links (i.e.,
both potentially failed links B → C and C → F).

Apart from maintaining the interface-specific
forwarding table for each destination, the
authors also propose to compute a backwarding
table for each interface and destination at the
nodes. Thus, when interface i is down, its back-
warding table entries are used to determine the
next hop to be used for some destination. For
example, for interface B → C, the backwarding
table at node B will store node A as the next hop
for destination F. This table is used only when
an interface is down.

The authors provide algorithms for precom-
puting the key links, as well as interface-specific
forwarding and backwarding tables at each node,
given the network topology.

Deflection-Based Alternate Routing — Vel-
lanki et al. [11] propose a deflection-based rout-
ing algorithm to handle link failures. Each node
computes a map for each of its links to an alter-
nate link. This alternate link is used to forward a
packet when the original link fails. Since the
number of links at a router is typically much
smaller than the number of destinations in a
routing table, the alternative link table will be
smaller than a typical routing table. The link
table mappings are precomputed, and when a
node detects a link failure or loop (when incom-
ing and outgoing interfaces are the same), the
alternate link is used to forward the packet. This
alternate link forwarding is used until the rout-
ing tables are recomputed.

To calculate the alternate link mappings, the
authors use the concept of sink trees. A sink tree
of a node R in a network is a tree that has only
the links used by all other nodes to reach R or
vice versa. The paths between the nodes in the
tree are the shortest paths between them. This is
illustrated in Fig. 5. The dotted edge is a link
that is not part of the sink tree for node R, but
allows packets to be deflected from one subtree
of the sink tree to another. Such links are known
as bridges. All the nodes under node A will nor-
mally use link A → R to reach R, and all the
nodes under node B will use link B → R to reach
R. In case of failure of link A → R, the packet
has to be deflected at node A and sent through a
bridge to the other side of the sink tree as soon
as possible. The packet can then reach the desti-
nation through a shortest path using existing
routing tables. In Fig. 5 A → B can be an alter-
nate link for A → R.

Based on simulation results, the authors state
that the average number of hops with their
deflection-based scheme is similar to the average

number of hops after the routing tables are
recomputed. The benefits and drawback of this
scheme are similar to FIR.

Multiple Viable Next Hops per Destination
— This work, which appears as an Internet draft
[12], is based on the algorithm proposed in [9]
that enables a packet to be forwarded to its des-
tination along multiple alternate loop-free paths,
not necessarily of shortest distance. The key idea
of this mechanism is to maintain an efficient
data structure in a router that helps compute,
for each destination, alternate viable next hops
from the router in order to ensure loop-free
routing for each packet. The data structure used
in this algorithm is intended as an add-on soft-
ware to existing link state protocols. This can
speed up recovery after failures since rerouting
decisions can be made locally without informing
the other routers.

The algorithm finds multiple viable next hops
for each destination at a router. Let S be a
source router directly connected to another
router N. Given a routing algorithm and a desti-
nation router D, D ≠ S, N is a viable next hop for
S if any packet departing N with destination D
will never return to S. Shortest path routing is
one method to find loop-free paths. The author
observes that if forwarding is done such that the
shortest distance from a router to its destination
is always larger than the shortest distance from
the next hop of the router to the destination,
loop-free routing is guaranteed. Thus, the rout-
ing policy can be stated as follows: If a packet
with destination D is forwarded by router S to its
next-hop neighbor N, d(N,D) < d(S,D) where
d(i,j) represents the shortest distance from node
i to node j.

To compute the viable next hops during nor-
mal shortest path computation, the following
additional state information is maintained in a
router S:
• The cost w(S, Ni) for each outgoing link

connecting S to a potential next hop neigh-
bor Ni.

• Length of the shortest path found so far
that uses Ni as the next hop from S to desti-
nation D. Ni is a viable next hop for desti-
nation D from source S if d(S, D) via Ni –
w(S, Ni) < d(S,D).

nnnn Figure 5. Sink tree of a node R in a network.
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This simple approach involves minor changes to
the data structure at the routers and a small con-
stant overhead to the shortest path computation
of the underlying routing protocol. It is also
interoperable with current IGP implementations.

A similar proposal for multiple next hops per
destination has been made in [13]. However, the
work in [13] has restricted application and
requires more significant changes to the underly-
ing routing protocols.

SUMMARY OF PROPOSALS
The different schemes reviewed in this article
are summarized in Table 1.

As we can see, research in IP resilience is
along two dimensions: reactive or proactive. In
the reactive approach, there are two subcate-
gories, full and limited flooding. In the global
flooding and recomputation approach, Alaet-
tinoglu et al. [5] propose a scheme to achieve
subsecond convergence of flooding without
fundamental changes to the existing link-state
protocols. Fortz et al. [8] and Nucci et al. [4]
examine the traffic engineering aspect of the
reactive approach to failures.  They try to
ensure that the paths found by full flooding
after link failure are not congested. However,
as pointed out before, the link failures in cur-
rent IP networks are transient, and full flood-
ing itself may be wasteful for bandwidth. Also,
the traffic engineering proposals do not handle
the case of multiple link failures or any type of
node failures.

Limited flooding proposed by Narvaez [9]
seeks to restrict flooding only to a specific selec-
tion of routers. Routing tables are updated only
at these routers, while other routers’ tables stay
unaffected.

The proactive pre-computation approaches of
Lee et al. [10], Vellanki et al. [11], Naidu [12],
and Schollmeier et al. [13] offer the advantage of
near continuous forwarding without recourse to
flooding. However, they can handle only single
link or single node failures. It is nontrivial to
extend the precomputation approaches to all
possible failures, since precomputation will be
needed for all failure scenarios. Also, the pro-
posed schemes precompute backups without
considering the traffic load on links, which may
lead to congestion when a failure occurs.

CONCLUSION
We find that there has been considerable
research activity to improve IP resilience. How-
ever, most of the schemes are restricted to han-
dling the common failure scenario of single link
failures. We find some interesting open prob-
lems that need further attention.

Disruption-tolerant networking: We need to
restore connectivity efficiently and quickly in the
event of disasters (man-made or natural) when
multiple links or nodes fail. Precomputation of
alternate paths for all possible link/node failures
(single or multiple) may not scale well, and fur-
ther studies are needed. Also, if random multi-
ple failures are suppressed locally, the problem

nnnn Table 1. Summary of proposals for IP resilience.

Proposal Reactive/
proactive Objective

Handles single/
multiple link
failures

Handles single/
multiple node
failures

Description (in brief)

Alaettinoglu et al. [5] R Fast flooding
convergence M M

Subsecond convergence by
improving flooding mecha-
nism

Fortz et al. [8] R
Congestion avoidance
after failure with new
shortest paths

S Neither Dynamically change link
weights of a few links

Nucci et al. [4] R
Congestion avoidance
after failure with new
shortest paths

S Neither
Tabu search for static
assignment of link weights
for all single link failures

Narvaez [9] R Limited flooding
S (M only when
failures are
independent)

Neither Only routers along a
restoration path informed

Lee et al. [10] P
Local rerouting, inter-
face-specific forward-
ing

S Neither
Inference of failures based
on packet’s flight and local
rerouting

Vellanki et al. [11] P
Local rerouting
through alternate link
tables

S Neither Precompute an alternate
link mapping for every link

Naidu [12], Narvaez
[9], Schollmeier et al.
[13]

P Local rerouting S S
Modify data structures to
calculate multiple distinct
next hops per destination

RAI LAYOUT  9/22/05  11:19 AM  Page 148

                                          



IEEE Communications Magazine • October 2005 149

of routing packets reduces to a search problem,
since a router cannot assume that it knows the
complete network topology except its adjacent
nodes and links. It needs to be determined
whether heuristic searches based on artificial
intelligence [14], which exploit neighborhood
information, can perform better than simple
flooding in this scenario to avoid packet losses.

Correlated failures: We can also exploit the
correlation between link failures to decide on an
appropriate recovery strategy. Links attached to
the same router interface or passing through the
same duct (noting that fiber links are laid in
bundles/ducts) are likely to have a high failure
correlation. Such failures account for about 28
percent of all unplanned failures [3] and thus
warrant attention.

Precomputation considering traffic intensi-
ties: The proposed proactive schemes calculate
backup next hops statically, without considering
traffic demands. This may result in congestion
when a failure actually occurs and traffic is
rerouted. A scheme that takes into consideration
traffic flow intensities will probably lead to bet-
ter performance.

The above are a few open problems for future
research.
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