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Abstract. Developing online courses is a complex and time-consuming
process that involves organizing a course into a sequence of topics and
allocating the appropriate learning content within each topic. This task
is especially difficult in complex domains like programming, due to the
incremental nature of programming knowledge, where new topics exten-
sively build upon domain concepts that were introduced in earlier lessons.
In this paper, we propose a course-adaptive content-based recommender
system that assists course authors and instructors in selecting the most
relevant learning material for each course topic. The recommender sys-
tem adapts to the deep prerequisite structure of the course as envisioned
by a specific instructor, while unobtrusively deducing that structure from
problem-solving examples that the instructor uses to present course con-
cepts. We assessed the quality of recommendations and examined several
aspects of the recommendation process by using three datasets collected
from two different courses. While the recommender system explored in
this paper was built for the domain of introductory programming, our
course-adaptive recommendation approach could be used in a variety of
other domains.

Keywords: Course authoring; learning content recommendation; course
model

1 Introduction

Over the past twenty years, most intelligent tutoring systems (ITSs) have fo-
cused their personalization efforts on helping students find an “optimal path”
through available learning content to achieve their learning goals. A range of
personalization technologies, known as course sequencing, adaptive navigation
support, and content recommendation, can account for the learning goals and
the current state of student knowledge and recommend the most appropriate
content (e.g., a problem, an example, an educational video, etc.). However, in
the context of real courses, there is not complete freedom in selecting the appro-
priate content for students. An instructor usually plans a course as a sequence of
topics to be learned. To stay in sync with the instructor and the class, students
are expected to work on course topics in the order that is determined by the



instructor’s plan. In this context, the personalized selection of learning content
should account for both a student’s prospects (i.e., current knowledge levels)
and the instructor’s prospects (the preferred order of topics and learning goals).

Unfortunately, the current generation of ITSs rarely support adaptation to a
teacher’s preferences. In most of these systems, a sequence of topics is predefined
and learning content items are statically assigned to these topics. While this
approach works well for instructors who are happy to follow the sequence of
topics that is defined by the ITS, the instructors who prefer a different topic
structure will find such a system unacceptable, since it doesn’t support their
approach to teaching the course. These considerations are especially important
when learning programming, where almost every instructor and every textbook
introduces a unique course organization [1, 2].

Nowadays, a variety of learning content items could be accessed from differ-
ent learning content repositories and portals [3, 4], while the majority of learning
management systems offer authoring tools to structure a course into a set of top-
ics and to add learning content to each topic. However, our work with instructors
revealed that limited assistance provided by the current course authoring tool is
not sufficient. While defining a sequence of topics is an easy task, selecting the
most relevant content for each topic from a large collection of advanced learning
content items is a real challenge. The instructors need to carefully review a large
number of problems and examples in order to select those that best fit their
learning goals for the topic. This is a time-consuming and error-prone process
[5–7]. While a number of recommender systems have been developed to assist
instructors in finding relevant content in online repositories [8], these systems
attempt to adapt to the overall goals and interests of their users and are not
able to consider the complex prerequisite-based structures of modern courses.

This paper presents Content Wizard, a content recommender system that has
been specifically created to assist instructors with the course authoring process
by recommending learning activities that are most appropriate to each of the
course topics in the context of their preferred model of the course. The system
leverages two valuable resources provided by instructors: the order of course
topics and problem-solving examples, which instructors (or textbook authors)
present to students to demonstrate course concepts.

This paper is organized as follows: Section 2 presents a brief review of re-
lated work, while Section 3 discusses the place of content recommendation in
a course-authoring context and presents the interface of Content Wizard. The
internal organization of the system and its recommending approach is described
in Section 4. Section 5 presents an evaluation of Content Wizard’s performance
against a more traditional baseline, and Section 6 examines the performance of
the approach on a deeper level. Finally, Section 7 presents a discussion of results
and possible avenues for future work.



2 Related Work

The problem of authoring support in an ITS context has been extensively ex-
plored. Murray [5, 6] defines seven categories of ITS authoring tools and generally
classifies them into two broad groups: pedagogy-oriented systems or performance-
oriented systems. Performance-oriented systems focus on providing a rich ed-
ucational environment, in which students can gain problem-solving expertise,
procedural skills, concepts, and facts by practicing and receiving feedback and
guidance from tutors. Authoring tools in this group include simulation-based
learning, domain expert systems, and some special purpose systems. The promi-
nent examples in this category are ASPIRE and cognitive tutor authoring tools
(CTATs). ASPIRE [9] allows non-computer scientists to develop new constraint-
based tutors with main support for generating a domain model and producing
a fully functional system. Cognitive tutor authoring tools (CTATs) [10] allow
authors to develop two types of tutors: cognitive tutors and example tracing
tutors. The CTAT authoring process requires authors to give a definition of
a task domain (such as the fraction addition problem), along with appropriate
problems. Pedagogy-oriented systems focus on organizing instructional units and
tutoring strategies. They support instructors in managing curriculum sequenc-
ing and planning, designing teaching strategies and tactics, composing multiple
knowledge types (e.g., topics and concepts), and authoring adaptive hyperme-
dia. Two examples in this category are InterBook and SitPed. InterBook [11]
provides support for authoring adaptive electronic textbooks. It helps authors
to create the book’s structure and associate every section to domain concepts.
SitPed [12] is a pedagogy-oriented authoring system that supports instructors in
creating simple, hierarchical task models, authoring assessment knowledge, and
creating tutor feedback and guidance.

Authoring tools in the pedagogy-oriented group frequently focus on support-
ing authors by defining the domain model as a set of knowledge components
(concepts or rules), building a course structure, and associating course units and
learning content with domain concepts [11, 13–15]. While our work follows the
same approach, we minimize authors’ load by deriving the intended course struc-
ture from easily available data, rather than requiring the authors to manually
provide their intended course structure. The most recent systems in this group
also offer learning content recommendation for course authors [8]; yet in most
cases, content recommendation is based on instructor interests or on specific
goals, and less than a handful of projects [16] focused on using the whole course
structure for content recommendation. Our work attempts to advance this re-
search direction by exploring a more powerful yet unobtrusive recommendation
approach and by offering a more extensive evaluation than earlier efforts.

3 Content Recommendation for Course Authoring

The content recommendation approach presented in this paper was developed
for a typical course authoring context. The essence of this scenario is that the



author designs the course structure as a sequence of topics. To support learning
for each topic, a set of items of multiple content types is associated with each
topic. This course structuring approach is supported by every major learning
management system (where a topic usually corresponds to a course lecture), as
well as by most textbooks (where a topic usually corresponds to a chapter).

To facilitate this course-authoring approach and to make it easier for instruc-
tors to reuse large volumes of “smart” learning content for computer science ed-
ucation [18], we developed a drag-and-drop course authoring tool (Fig. 1). The
tool allows course authors to define a sequence of topics (shown on the left),
select their preferred types of learning activities (the authors could use over 15
types in three domains), and add the desired content to each topic. To add con-
tent to a topic, the author selects one topic and one type of learning content (in
Fig. 1, the topic Variables and the Problems content type is selected). Following
that, the authoring system shows a list of all activities of the selected type that
could be added to the topic through a drag-and-drop interface. The key problem
here, as we discovered when working with an early version of the tool, is that
this interface doesn’t really help the authors to select precisely the right kind
of content for each topic. This task is quite difficult: each selected item should
cover the learning concepts that the instructor wants to introduce in the selected
topic, but at the same time, it should not use concepts that students have not
learned yet. The sheer amount of content to consider (e.g., 289 interactive ex-
amples and 223 programming problems) makes this task practically impossible
without additional support.

The goal of Content Wizard is to provide the necessary support to make
content selection both feasible and efficient. As the right side of Fig. 1 shows,
Content Wizard ranks all content items of the selected type by its match to the
selected topic in the course context. It also assigns “star” relevance ratings to
all content items and puts a warning sign to items that, while superficially a
good match, might include concepts that have not yet been introduced at this
point in the course. The most important aspects of support offered by Content
Wizard are: (1) this support is based on Content Wizard’s understanding of
the fine-grained course structure and prerequisite relationships on the level of
domain concepts; (2) the instructor is not expected to define the fine-grained
course structure, as required by some earlier approaches [13, 14]; instead, the
course’s structure is automatically derived from the order of course topics and
the set of code examples that instructor shows at the target lecture (or provides
in a book chapter). The next section explains this approach in detail.

4 Course-Adaptive Content Recommender System

4.1 The course model

The content recommendation that is provided by Content Wizard is based on
a deeper-level course structure modeling. While the instructor may perceive the
course as a sequence of topics, the deeper model assumes that the goal of each



Fig. 1: Course-authoring tool with Content Wizard recommendations

topic is to introduce a set of fine-grained domain concepts (knowledge compo-
nents). The course model is defined as a sequence of concept sets that are covered
throughout the course (see Figure 2). The concepts associated with a specific
course unit are the concepts that instructor aims to introduce at that unit. For
example, Unit 2 is the first unit of the course where the concepts Array Variable
and Array Data Type appear, among others. The concepts introduced in earlier
units become prerequisite concepts for later units. For example, Print, Int Data
Type, and other Unit 1 concepts are expected to be learned before students start
Unit 2, and are considered prerequisites for Unit 2 and all following units. This
deeper level concept-based course modeling is popular among ITS and Adaptive
Hypermedia authoring systems [11, 13, 14] where it is assumed that course or
system authors will create this model manually. The difficulty of manual mod-
eling is a known bottleneck of the fine-grain course structuring approach, which
prevents this approach from being more broadly used. However, Content Wizard
is able to automatically derive this model by using worked examples that are
provided by the course authors.

4.2 Worked code examples

Worked examples, in the form of complete programs or code fragments, are
extensively used in teaching programming concepts. In each lecture, an instruc-
tor usually presents several worked examples that illustrate newly introduced
concepts. Similarly, each programming textbook extensively uses examples and
frequently offers access to the code of these examples through a CD included
with the textbook or a Web site. The assumption behind the Course Wizard’s
automatic course structuring is that a set of examples presented for each unit



Fig. 2: Knowledge structure of a course

offers the best way to understand the concepts that the instructors want to in-
troduce in this unit. To build a deep course model that follows the instructor’s
preferences, Content Wizard asks the course author to submit the plain code of
each example that is used in the unit (see the middle column in Fig. 1).

Using the code examples provided for each unit, Content Wizard automat-
ically creates the knowledge structure of the course, as shown in Fig. 2. First,
it extracts all the programming concepts that are associated with each code ex-
ample. This extraction is performed by using a Java concept parser [17], that
returns a set of fine-grained concepts from Java ontology. 1. Second, for each
unit, it forms a set of covered concepts that merges concepts from all of the unit’s
examples. Finally, it sequentially processes the units to define the unit’s content
as concepts that are first introduced in this unit; i.e., all concepts extracted from
Unit 1 examples become Unit 1 concepts; all new concepts extracted from Unit
2 examples (i.e., those that have not been introduced in Unit 1) become Unit 2
concepts, and so on.

4.3 Content representation and analysis

To identify a match between a unit and a learning activity, Content Wizard
considers a set of concepts associated with a candidate activity and the course
structure. Since all types of of learning activities available in the system (i.e.,
examples or problems) include code fragments, we use the Java concept parser
[17] to represent each activity as a “bag” of Java programming concepts (Fig-
ure 3a). This “bag of concepts” representation could be used by a number of
traditional recommendation algorithms. A match to a specific unit, however, de-
pends on the position of the target unit within the course. When selecting an
activity, instructors usually consider the balance of practicing newly introduced
knowledge and reviewing learned knowledge, because students are most engaged
when the material to be learned is neither too difficult nor too easy. Wang et
al. [2] classify a learning activity in the progression as reinforcement (reviewing
learned concepts), recombination of previously learned concepts, or introduction
(introducing new concepts). Using the course model presented in Section 4.1,

1 http://www.sis.pitt.edu/~paws/ont/java.owl



(a) Bag-of-concepts representation (b) Three-concept-sets representation

Fig. 3: Demonstration of representing learning content as programming concepts.

Content Wizard classifies each concept that appears in an activity into one of
three categories (Figure 3b):

– Past concepts (P): Concepts that were covered in previous units. These con-
cepts are supposed to be known before starting the current unit.

– Current concepts (C): Concepts that are covered in the current unit (and thus
have not been covered in any previous units). We consider these concepts as
targets of the current unit, according to the instructor’s vision of the course.

– Future concepts (F): Concepts that have not been covered up to the current
unit. We assume that the instructor prefers to cover these concepts in future
units (or not to cover them at all). Most likely, these concepts are not yet
appropriate for students to learn in the context of the unit.

This representation reflects instructor preferences and enables our recommen-
dation approach, in which recommended activities focus on current concepts,
leverage learned concepts, and avoid future concepts.

4.4 The recommendation method

Content Wizard adaptively provides two valuable sources of information that
can help instructors find the most appropriate content for each unit: a ranked
list and warning flags. At every step of course creation, based on the current
course model and the code examples provided for the target unit, the system
will update the representations of all candidate learning activities during the
recommendation process.

For each learning activity, ai, consisting of three concept sets, Pi, Ci and Fi,
the Wizard calculates its ranking score by linearly combining the contribution
of the concept covered by the activity, according to the category to which each
concept belongs. Equation (1) shows how we compute each content ranking score:

scoreai
= α|Pi| + β|Ci| + γ|Fi| (1)

α, β, and γ are the parameters controlling the importance of the three cate-
gories. The values for these parameters might be different for different domains
and even for individual instructors, depending on how much they focus on cur-
rent and past concepts and how much they want to avoid future concepts. Indeed,
[2] shows the differences among the proportions of reinforcement, recombination,



and introduction of concepts of two Japanese textbooks and two online learning
tools (Duolingo and Language Zen). Given sufficient volume of data (content se-
lected by instructors for different domains and courses) these parameters could
be learned from data; otherwise, they could be selected by using expert estima-
tion. We explored both of these approaches in our evaluation, which is presented
in the next section.

In addition to the ranking, we believe it is important for instructors to be
aware of “not ready” learning activities that use concepts that do not appear
in the code examples up to the current unit, because they could confuse less
prepared students. We identify these activities as follows:

warningai
=

{
1, if |Fi| > 0

0, otherwise
(2)

Activities with warning value 1 are annotated using a yellow warning icon (see
the third, fourth, and sixth rows in Figure 1). The instructor can then evaluate
whether an activity with potentially premature concepts should be assigned to
the unit.

5 Evaluation

5.1 Datasets

To evaluate our proposed recommendation method, we collected three data sets
from two different universities. Each dataset encapsulated instructor preferences
in content selection (i.e., “ground truth”).

Dataset 1: The data was collected from a Java class taught in the School
of Information Sciences at the University of Pittsburgh in Fall 2016 (referred as
IS17F16). The instructors followed a lecture-based format and created a course
structure for IS17F16 that consists of 18 units (each unit includes two types
of learning content, annotated examples and parameterized problems). No con-
tent recommendation functionality was used for content selection. As input, we
collected code examples presented by the instructors in the course slides. All
annotated examples in the content pool were used for ranking. As the ground
truth, we used annotated examples that were selected by the instructors for each
unit.

Dataset 2: The second dataset uses the same inputs as the first dataset for
running the recommendation process. All items in the problem pool are ranked
for recommendation (as shown in Figure 1), and the ground truth is the problems
selected by the instructors for each unit of IS17F16.

Dataset 3: This dataset was extracted from the CS1 online programming
course 2 taught at University of Helsinki, Finland. We mapped the course struc-
ture into ten coherent topics. Each topic has several code examples for students
to learn new concepts (which we used as input) and several coding exercises to

2 http://mooc.fi/courses/2013/programming-part-1/material.html



practice (which we used as the ground truth). Note that in this dataset, only
coding exercises that were actually used in the course were ranked in the recom-
mendation process, while in datasets 1 and 2, all items in the content pool were
ranked for the course, including those that were not selected by the instructor.

5.2 Performance comparison

To assess the performance of our approach in a fair way, we estimate the values
of the parameters in Equation (1) based on a preliminary analysis (we can’t
learn it from the same data that we use to evaluate the approach). We collected
code examples of several topics from a Java programming textbook and ran the
algorithm using Equation 1 while adjusting the parameter values in order to get
the best recommendation results (by taking the book’s contents as ground truth).
The estimated values of α, β, and γ are set to 0.2, 1, and -1.5, respectively.
As a baseline ranking approach, we use a popular content-based approach that
ranks candidate items by cosine similarity between concept vectors that represent
units and content items [16]. We refer to this approach as tf*idf, since we use a
TF*IDF approach to assign weights for individual concepts in the concept vector.
To measure ranking performance, we use three classical metrics: precision, recall,
and F1 score (at top 3, top 5, top 10, and top 15).

Table 1: Performance comparison of Content Wizard vs. the baseline

Dataset Method
Precision@top (%) Recall@top (%) F1@top (%)

3 5 10 15 3 5 10 15 3 5 10 15

1
wizard 62.74 50.59 34.7 25.09 51.26 63.36 77.51 80.44 56.42 56.26 47.94 38.26

tf*idf 21.57 18.82 15.29 15.68 21.57 18.84 29.14 42.33 15.57 18.84 20.06 22.89

2
wizard 47.05 37.64 32.94 26.66 34.23 41.91 66.32 76.86 39.63 39.66 44.01 39.59

tf*idf 21.57 17.65 14.11 14.11 17.63 23.05 33.33 43.08 19.40 20.00 19.83 21.27

3
wizard 96.3 88.89 75.76 64.44 41.45 52.79 73.32 83.90 57.96 66.24 74.42 72.89

tf*idf 81.48 73.33 66.67 57.04 37.24 44.97 64.34 73.18 51.12 55.75 65.48 64.10

As shown in Table 1, Content Wizard outperforms the tf*idf method for
all datasets. In all cases, Content Wizard archives a good recall performance
of about 80% when presenting the top 15 results out of a pool of more than
200 learning items (i.e., 80% of all relevant items are included among the top
15 results). The table also shows two interesting differences between the F1
performance of both approaches on datasets 1-2 and on dataset 3. First, on the
dataset 1 and 2, the performance of the Wizard is much better (2-3 times!) than
the baseline while in the dataset 3 the relative difference is smaller. Second, the
precision of both approaches is considerably higher for dataset 3. We believe
that both differences stem from the differences in the nature of the datasets.
The ranking tasks for the dataset 3 was much easier than for datasets 1-2. First,
for dataset 3, recommender approaches had to rank only the actual items used
in the course (and no “spares”). It was essentially a matter of matching each
item to the best unit. The number of units to match was also much smaller
(10 vs. 18). Recommendation for datasets 1-2 required ranking or all content



items in the repository out of which only a part was used in the course. Some
of these items might be a poor match to the course, but some were not used by
the instructors when creating the course simply because they wanted to select
some relevant content for each unit, but not all relevant content. As shown by
the data, a simple content-based algorithm might work reasonably well in simple
cases, but in a more challenging (and realistic) context, Content Wizard offered
a remarkable advantage.

6 Deeper Analysis

6.1 Finding the best values for the parameters

As presented in Section 5.2, the values of α, β, and γ used in performance evalua-
tion were selected using a preliminary analysis. The performance of our systems
with estimated parameters was better than the baseline, but it might still be
improved by learning best parameters from the data. Since the precise balance
between past, current, and future concepts may depend on the individual pref-
erences of the instructor, the proper way to learn parameters for performance
evaluation would be to use another earlier-authored course from the same in-
structor (with sufficient volumes of instructor-selected content). Since we have
only one course for each instructor, the parameters learned from this course
could not be used to evaluate recommendation performance on the same course.
However, we could still post-assess the effectiveness of the estimated parameters
and explore how the quality of the recommendation depends on the value of the
parameters.

To achieve this goal, we ran 100 iterations from 0 to 10 with an increment
of 0.1 for each of the parameters, for a total of 1,000,000 iterations. We found
that within this range, the best values of α, β, and γ w.r.t F1@15 performances
in dataset 1 are 0.167, 1, and -3, respectively; in dataset 2, they are 0.2, 1,
and -2.5, respectively; and in dataset 3, they are 0.125, 1 and -2.3, respectively
(these values have been normalized by dividing all parameters by the values of β
to have β equal 1). Although these best values vary slightly for each dataset, each
set offers about the same small performance increase in comparison with the es-
timated values. For example, the F1@15 performance with the best data-derived
values are 39.34, 41.18, and 74.31 for datasets 1, 2 and 3, respectively, as com-
pared to 38.26, 39.59, and 72.89 F1@15 performance with manually estimated
data.

Figure 4 shows how Content Wizard’s performance changes with changing
the parameters’ values. Since the results are similar across the three datasets,
we report only the results from dataset 2 (see Figure 4). To generate these
figures, we consecutively fixed one of the parameters to its best value and plotted
the change of performance for each reasonable combination of the remaining
parameters. The results show that when the value of α increases (leading to the
increased occurrence of past concepts in recommended content), the performance
of the system tends to decrease. On the other hand, a larger absolute value of
γ (leading to stricter penalty for future concepts) usually results in a better



performance. However, no single parameter could lead to the best performance; it
is the combination of the contribution of all the concepts in the three categories.
The results hint that the instructors in the courses used for our analysis do not
pay a lot of attention to the past concepts and tend to avoid future concepts
when choosing content for students to learn at the current unit.

Fig. 4: F1@15 of the Wizard with different value sets of α, β, and γ in dataset 2.

6.2 How many code examples do we need?

One of the most important elements in our recommendation process is the code
examples provided by instructors. The examples are vital to understand what
an instructor expects students to learn in a given unit. It could be expected
that the more examples are provided for each unit, the better items the Wizard
recommends. But how many of these code examples are sufficient to achieve
good quality results? In order to assess the impact of the number of provided
examples, we picked the topics that had at least 10 examples and compared the
performance of both approaches using from 1 to 10 examples (randomly selected
from all examples provided by the unit) as input. As shown in Figure 5a, the
performance of Content Wizard (measured by F1) consistently improves when
the number of examples increases. In contrast, the baseline TF*IDF approach
(Figure 5b) is not able to learn from an increasing number of examples. It could
be also observed that with the first four to five examples the increase of quality
reaches a plateau, which hints that four to five might be the optimal number of
examples to ask instructors to provide.

6.3 Discovered limitations

A deeper analysis of recommendation performance helped us to reveal some lim-
itations in our approach. First, the current approach doesn’t take into account
the fact that some concepts within a topic might be more important than others.
For example, in the topic while loop, the concept WhileStatement is more impor-
tant than concept BreakExpression. Exploring the importance of each concept
and adding its weight to Equation (1) may potentially help Content Wizard to
achieve a better ranking. However, it is still unclear how the importance of a
specific concept can be derived from data rather than by asking the instructor.



(a) Content Wizard (b) TF*IDF

Fig. 5: F1@15 performances with different number of code examples for five topics
in dataset 3 that have at least 10 code examples.

We tried a natural idea to use TF*IDF weights as importance weights, but this
did not improve the overall performance of Content Wizard. Indeed, TF*IDF
weights more heavily most unique concepts, i.e., BreakExpression, while the key
topic concept, i.e, WhileStatement might dominate topic problems.

Second, we discovered that the code examples provided by the instructors
are frequently not exhaustive in listing all concepts that the instructor wants to
teach in a unit. By observing the automatically deduced course structure that
was produced in our study, we noticed that although in most of the cases the
concepts from the code examples cover all the concepts from the content selected
by the instructors, some concepts such as PostIncrementExpression (+=) do
appear in the selected content, but not in any provided code examples (though
these do contain the concept PostDecrementExpression (-=)).

Finally, the Wizard will fail to recommend items for a unit that don’t in-
troduce new concepts, but instead use learned concepts to introduce a specific
class of problems; for instance, finding the maximum value in an array or the
topics using truth values and instructors on code-writing and problem solving in
dataset 3. While a new type of problems could be considered as new knowledge
[19, 20], it is not recognized by our Java parser.

7 Discussion and Future Work

This paper presented a course-adaptive content recommender system called Con-
tent Wizard, which assists instructors in authoring adaptive online programming
courses. We introduce a novel unobtrusive example-based approach to build a
fine-grained course structure that encodes an instructor’s vision of course orga-
nization. We also presented a novel content recommendation approach that uses
the whole course structure to recommend the most relevant content for each
course unit. Altogether, these innovations aim to decrease the effort required to
build a high-quality course based on reusable learning content (i.e., efficiency and
time to author [5–7]) and facilitate the task of maintaining its coherent sequen-
tial structure. We believe that this approach could be most valuable for adaptive
educational systems, such as ITSs or adaptive hypermedia, since personalization



algorithms require a much larger volume and variety of learning content for each
topic (to allow fine-grain personalization), rather than static courses.

We assessed the performance of the proposed approach using three datasets
collected from different universities. Comparing our system’s performance with
a standard baseline, we demonstrated that Content Wizard provides higher-
quality recommendations, especially in more challenging and realistic contexts.
The good recall performances suggest that Content Wizard could be efficiently
used in a real-life context: with content ranked by Content Wizard, an instructor
only needs to review the top 15 items out of several hundreds of items to select
the ideal content for each course topic.

While our work indicates the strong potential of the suggested approach,
we recognize that the approach itself and our evaluation process have several
limitations, which we plan to address in future work. First, this study doesn’t
consider that different concepts might have different importance within a topic.
Second, it doesn’t account for the fact that the examples provided by instructors
might not be exhaustive. While a group of related concepts is usually introduced
in the same unit, only some of these concepts are usually illustrated in the
code examples. In future work, we plan to extract the relationships between the
programming concepts from the ontology introduced in Section 4.2, and assume
that a group of closely related concepts is added as a whole to a unit once at least
one concept is used in the examples. Third, the current Java parser is unable to
recognize higher-level domain concepts, such as a specific type of problem. We
intend to improve the Java parser in order to extract more complex knowledge
of programming content.

On the evaluation side, while the data-centered (off-line) performance evalu-
ation approach is a dominant way to evaluate recommender systems, we believe
that only an online user study could provide a reliable assessment of the system
as a tool to support course authors. In particular, a user study is essential to
evaluate “beyond ranking” aspects of Content Wizard, such as content warning
signs. In future work, we plan to engage course instructors in the evaluation
process.

The current implementation and evaluation of our recommendation approach
has been performed in the area of learning programming where problem-solving
examples in the form of code are both popular and well-structured (allowing
concept extraction). However, this approach could be easily adopted to other
formal problem-oriented formal domains (math, physics, chemistry) that use
structured worked examples (formulas or equations that could be analyzed for
concept extractions). In the future, we plan to explore our approach in some of
these domains.
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