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Abstract. A nonlinearly coupled system of bistable (fixed point and limit cycle) differential
equations is analyzed. The nonlinear equations arise from the first several terms in the normal form
expansion near a Bautin bifurcation. Existence and stability of in-phase and out-of-phase periodic
solutions to a pair of identical systems are explored. Existence, uniqueness, and stability of traveling
wave solutions from a stable rest state to a stable periodic solution are proved for the associated
evolution/convolution equation. Numerical simulations suggest some interesting patterns in regimes
where waves no longer exist. The results are shown to hold for a nonreduced conductance-based
model.
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1. Introduction. The analysis of the behavior of coupled neuronal oscillators
and “near” oscillators (i.e., excitable cells) has been the subject of many recent papers
[2, 13, 15, 14]. Intrinsic neuronal oscillations arise primarily via two distinct mech-
anisms [21, 15]: (i) a saddle-node on a limit cycle bifurcation or (ii) a subcritical or
supercritical Hopf bifurcation. In the saddle-node bifurcation, the oscillations that
arise are large-amplitude, and so it is possible to study the effects of coupling between
them by looking at certain normal forms that arise [14, 8]. Coupled systems near a
supercritical Hopf bifurcation have been the subject of numerous studies (e.g., Aron-
son, Ermentrout, and Kopell [1]), most recently by Hoppensteadt and Izhikevich [13].
The problem with such analysis is that the coupling that has been analyzed is linear.
This means that the coupling itself can determine whether or not the system is at rest
or oscillates. Chemical synaptic coupling is inherently nonlinear, unlike coupling via
diffusive-like interactions. This is because subthreshold oscillations and perturbations
from rest are insufficient to excite the channels which release the chemical transmitters
necessary for communication between neurons. Because synaptic coupling between
neurons is nonlinear, the presence of coupling does not alter the stability of the resting
state of such a neuron. This contrasts with diffusive or gap junctional coupling, which
is linear and can therefore affect the stability of the resting state [7, 10, 19].

The oscillations emerging from a subcritical Hopf bifurcation generally “turn
around” for neuronal models to become large-amplitude stable oscillations. Thus, like
the saddle-node case, these large-amplitude oscillations are sufficient to excite chemi-
cal synapses. Furthermore, unlike a supercritical Hopf bifurcation, there is a range of
parameters for which the system is intrinsically bistable: there is a stable equilibrium
point and a stable oscillation. The goal of this paper is to study a reduced model
(normal form) that nonlinearly couples systems with a subcritical Hopf bifurcation.
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We model the bistable subcritical Hopf bifurcation by considering a degenerate
form of the Hopf bifurcation, which arises at the transition between sub- and super-
critical bifurcations. This is called the Bautin bifurcation, and the normal form for
such a bifurcation is

z′ = z(λ+ b|z|2 + f |z|4) ≡ N(z),(1.1)

where b, f are complex numbers and λ is the bifurcation parameter. The usual Hopf
bifurcation does not involve the parameter f and is sub- or supercritical according
to whether the real part of b is, respectively, positive or negative. In the Bautin
bifurcation, the real part of the coefficient b vanishes. Thus, the degeneracy in the
normal form arises from the nonlinear terms in the system. The advantage of the
Bautin normal form is that it captures the bistability of the medium as well as the
fact that the stable oscillation is bounded away from the rest state. Equation (1.1)
can be derived from any nonlinear system near a degenerate Hopf bifurcation [17].

Consider, now, a pair of synaptically coupled neurons near this bifurcation. In
the absence of coupling, they can be described in terms of the complex amplitudes
z1, z2, where each zj satisfies (1.1). Coupling alters the normal form by adding new
terms, whose form can be deduced by using standard symmetry arguments [12] or by
direct (albeit tedious) calculation. The coupled system has the form

z′1 = N(z1) + L1z1 + L2z2 + C1z1|z2|2 + C2z2|z2|2(1.2)

+ C3z
2
1 z̄2 + C4z

2
2 z̄1 + C5z2|z1|2 + C6z1|z1|2,

with an analogous equation for z′2. If the coupling between oscillators is through
diffusion (e.g., gap junctions) then L1 = −L2. In [1, 13] only the linear coupling
terms are kept. [16] studied (1.1) in the context of synchronization between bursters
with linear coupling. We have also included nonlinear coupling terms up to order 3
in (1.2). The motivation for this is as follows. Consider the stability of the origin
zj = 0. The linearized equations have the form

z′1 = (λ+ L1)z1 + L2z2,

z′2 = (λ+ L1)z2 + L2z1,

with eigenvalues λ + L1 ± L2. Thus, linear coupling can alter the stability of the
origin. This cannot happen in a system of synaptically coupled neurons except in
very unusual circumstances. That is, the threshold for synaptic interactions would
have to be nearly identical to the resting state of the neuron. For this reason, we will
assume that the coupling between the two normal forms should not be linear. Thus,
in this paper, we set L1 = L2 = 0.

We turn to the nonlinear coupling terms, of which there are six. Consider two
neurons which are stably at rest (zj = 0). Suppose that we excite one of them past
threshold so that it begins to fire. Then if the neurons are coupled sufficiently strongly,
this should induce the other neuron to begin firing. Of the six coupling terms in (1.2),
only one term can cause this. Since zj = 0 is the rest state, then any coupling term
which includes zj cannot contribute to pushing zj away from rest. For example, if z2
is oscillating, then the only term which can influence a resting z1 is the second term:

z2|z2|2.
While all terms are important once the neurons are both oscillating, the onset of
oscillations is effected only through the second term. Thus, we will restrict the analysis
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of coupled systems to nonlinear coupling with Cn = 0 except for C2. If there is linear
coupling and we are very close to the bifurcation, then the nonlinear coupling can be
scaled out. Thus, one should regard our analysis, which includes nonlinear coupling
terms, to hold for systems that are a small distance from the actual bifurcation. As the
magnitude of the linear terms decreases (and for synaptic coupling, this is very small),
the nonlinear terms have a stronger effect on the behavior, and thus in principle, we
need not be very far from the critical bifurcation at all.

In the first part of the paper, we describe the bifurcations that occur in

z′1 = z1(λ+ (iq)|z1|2 − |z1|4) + (c1 + ic2)z
2
2 z̄2,(1.3)

z′2 = z2(λ+ (iq)|z2|2 − |z2|4) + (c1 + ic2)z
2
1 z̄1,

where b = iq (at the Bautin bifurcation) and all parameters are real. We restrict
our attention to the case in which the coefficient f in (1.1) is real and negative since
we want the resulting large-amplitude oscillations to be stable. We set f = −1 with
no loss in generality. We establish the existence and stability of in- and out-of-phase
oscillations in preparation for section 3 in which we look at spatially distributed
networks.

Spatially distributed neurons and waves have been the object of much recent
analysis. Coupling between neurons is not restricted to nearest neighbors but instead
can involve long spatial scales. Typically, when modeled as a continuum, interactions
take the form of convolutions. The coupled pair of Bautin oscillators can be easily
generalized to a continuous spatial model with convolution coupling:

zt = z(λ+ (iq)|z|2 − |z|4) + (c1 + ic2)

∫ ∞

−∞
J(x− y)z2(y)z̄(y)dy.(1.4)

In the second part of the paper, we will describe the existence of traveling wavefronts,
which join the stable resting state to an oscillatory solution. The resulting waves are
similar in structure to those found in [9] when coupling was diffusive. We analyze the
existence and stability of plane waves for (1.4) as well. We use numerical simulations
to find spatially localized patterns which may be analogous to patterns of activity
used to model working memory. Finally, we close the paper with simulations of a
simple biophysically based model in order to demonstrate that the behavior of the
normal-form-based model holds in more “realistic” neural models.

2. Two coupled equations. In this section we determine under what condi-
tions the symmetric and asymmetric solutions exist and are stable. For this analysis,
it is easiest to put the equations into polar form. We let

zj = rje
iθj

and let φ = θ1 − θ2. Then, substituting into (1.3), we obtain the equations

r′1 = λr1 − r51 + c1r
3
2 cos(φ) + c2r

3
2 sin(φ),(2.1)

r′2 = λr2 − r52 + c1r
3
1 cos(φ)− c2r31 sin(φ),

φ′ = q(r21 − r22)− c1
(
r31
r2

+
r32
r1

)
sin(φ) + c2

(
r32
r1

− r31
r2

)
cos(φ).

Phase-locked solutions with constant r1, r2 to the coupled system of oscillators are
fixed points of (2.1). The existence and stability of periodic solutions is readily ob-
tained. We remark that zj = 0 is an asymptotically stable solution to (1.3) if and only
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if λ < 0. In this section, we will look for limit-cycle solutions to (1.3) with amplitudes
rj bounded away from zero so that the denominators in the equation for φ cause no
problems.

2.1. Symmetric in-phase solutions. We look for solutions of the form ρ =
r1 = r2 (symmetric) and φ = 0. When φ = 0, the sine terms in (2.1) vanish. Inserting
the solution φ = 0, (2.1) is reduced to the first order ODE

ρ′ = λρ+ c1ρ3 − ρ5.(2.2)

The positive roots are given by

1

2

√
2c1±2

√
c21 + 4λ.(2.3)

First, we will establish when these solutions exist.

2.1.1. Existence. We want to determine under what conditions on the pa-
rameters the solutions (2.3) are real. Thus we want to know when the polynomial
f(x) = λ + c1x

2 − x4 has two positive, real roots. For λ > 0 this polynomial will
always have one positive root; thus the upper branch of solutions (2.3) will be real.
Now, because this polynomial is symmetric about the y-axis, in order for two real,
positive roots to exist it must be true that f(0) < 0, implying λ < 0. Also, there
must be a relative maximum at a point x = a so that f(a) > 0. This maximum
occurs at x =

√
c1/2. Thus, the polynomial f(x) will have two positive, real roots if

c1 >
√−2λ.
One of the goals of this paper is to prove the existence of traveling waves connect-

ing a stable rest state to a stable plane wave. Thus, we must choose parameters so
that equations lie in a bistable regime. For this reason, we will only consider param-
eter values that allow two stable states. Thus, we must have two nonzero solutions
to separate stable regions. We will consider only λ < 0. The only requirement that
follows is that c1 >

√−2λ must hold.

2.1.2. Stability. The Jacobian for the polar coordinate system is
 α(r) β(r) γ(r)
β(r) α(r) −γ(r)
a(r) −a(r) b(r)


 ,(2.4)

where α(r) = λ−5r4, β(r) = 3c1r
2, γ(r) = c2r

2, a(r) = 2qr−4c2r, and b(r) = −2c1r
2.

The characteristic polynomial for (2.4) is

(x− α− β)(x2 + (β − b− α) + αb− βb− 2γa).

Thus, a symmetric in-phase solution is stable if the following three conditions hold at
the equilibrium:

α+ β < 0,(2.5)

β − b− α > 0,(2.6)

αb− βb− 2γa > 0.(2.7)

The lower branch of solutions is always unstable. Substituting the value of the
lower branch solution into α+ β gives

−4λ− c21 + c1
√
c21 + 4λ.
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By the requirement for existence, we have that c1 >
√−2λ, and so the above quantity

is real. It is easily seen that the expression is the same as

√
c21 + 4λ

[
c1 −

√
c21 + 4λ

]
> 0,

and so the value (2.5) is positive. Thus this periodic solution to (2.2) is unstable and
will act as the desired separatrix between the stable fixed point and the upper periodic
branch. A similar proof is used to show that this eigenvalue is always negative for the
upper branch of solutions; thus it will not prevent stability.

We turn now to the other two conditions. First, consider condition (2.6). Using
the definitions of the various parameters, this condition becomes

5c21 + 4λ+ 5c1R > 0,

where R =
√
(c21 + 4λ) > 0. Since c21 +4λ > 0, this expression is clearly positive, and

thus the condition (2.6) holds on the upper branch. The last condition, (2.7), will not
hold for all parameters, and in fact, as we will show, the left-hand side can become
negative if the parameters c2, q are sufficiently large. We can rewrite condition (2.7) as

F (c2) ≡ Ac22 +Bc2 + C > 0,

where

A = 4c21 + 8λ+ 4c1R,

B = −q(c21 + 4λ+ c21 + c1R) ≡ −qD,
C = 4c1R(λ+ 2c21) + 4c21(5λ+ 2c21).

We note that since c21 + 4λ > 0, λ < 0, and c1 > 0, A,D,C are all positive. In
particular, if c2 = 0, then condition (2.7) holds and the upper branch is asymptotically
stable. Suppose that c2 is nonzero. The parameter q appears only in the coefficient
B. Furthermore, D > 0 so that for fixed c2 we can always find a sufficiently large
value of |q| so that F (c2) < 0 and the upper branch is destabilized. We should choose
c2, q to have the same sign. The critical value of q leads to a zero eigenvalue for the
stability matrix. Since the synchronous solution cannot disappear (its existence is
independent of both c2, q), the bifurcation occurring must be either a transcritical
or a pitchfork. However, due to symmetry, the transcritical cannot occur, and the
resulting bifurcation must be a pitchfork [23]. The critical value of q is readily found
to be

q∗ =
Ac22 + C

Dc2
.

Using AUTO [6], we have tracked the solution through this instability and verified
that it is indeed a pitchfork bifurcation. For λ = −1/5, c1 = c2 = 1, we find that
the synchronous state becomes unstable at q∗ = 5.4473, in agreement with the above
formula. Furthermore, the bifurcation is subcritical. Thus, once the critical value of
q is exceeded, we find that the only stable state is the resting value, r1 = r2 = 0.

2.2. Symmetric out-of-phase solutions. In order for the out-of-phase solu-
tions to exist we must have that c1 < 0. In this paper we will assume that c1 >

√−2λ
and λ < 0, so these solutions are of little interest here.
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2.3. Two-equation summary. For λ < 0 and c1 >
√−2λ there are two in-

phase symmetric periodic solutions. The top branch of solutions is stable as long as q is
sufficiently small. The lower branch is unstable. These solutions, and the zero solution
which is linearly stable, provide a bistable region. For the two-equation system this is
of little consequence in the existence and stability of phase-locked periodic solutions;
however, when modeled in continuum, the bistability leads to traveling waves and
pulsing behaviors that connect the stable origin to the stable periodic solutions, as
we shall see in the subsequent sections.

3. The convolution equation. As stated in the introduction, we will consider
the equation

zt = z[λ+ (b1 + iq)|z|2 − |z|4] + (c1 + ic2)

∫ ∞

−∞
J(x− y)z2(y)z(y)dy,

where
∫∞
−∞ J(x)dx = 1, J(x)≥0, and ||J ||∞ < ∞. We remark that if c2 = 0, then,

no matter what the value of q, the synchronous periodic state z(x, t) = ρ exp(iΩt) is
always stable when it exists. We will also assume that b1 ≥ 0 since we want the local
Hopf bifurcation to be subcritical (and, in fact, throughout most of the paper, we
assume b1 = 0). We will first study the existence and stability of plane wave solutions
to this system. We then turn to the existence of traveling fronts, which join the stable
equilibrium point, z = 0, to a plane wave. Finally, we look at the behavior of these
fronts as q increases. We present numerical evidence for the existence of localized
regions of periodic activity surrounded by the near absence of activity.

3.1. Relationship of the normal form to a kinetic model. The relationship
between the coupling in an actual kinetic model and the normal form given in (1.4)
is derived here. Consider the following system consisting of two synaptically coupled
neurons:

dV1

dt
= f(V1)− gs2(V1 − Vsyn),
ds1
dt

= α(V1)(1− s1)− βs1,
dV2

dt
= f(V2)− gs1(V2 − Vsyn),
ds2
dt

= α(V2)(1− s2)− βs2.

Assume that f(Vrest) = 0 and that ∂f
∂V (Vrest) < 0. Then the uncoupled system has

a stable rest state at V = Vrest. Suppose that α(V ) = α′(V ) = 0 for V less than
some critical value, which itself is greater than Vrest. Then Vrest will remain a stable
equilibrium point for the coupled system. Hence, the coupling will not affect the
existence or stability of the rest state. If we consider N neurons coupled similarly, we
get a system

dVi
dt

= f(Vi)− g(Vi − Vsyn)
∑
j

wi−jsj ,

dsi
dt

= α(Vi)(1− si)− βsi.

We may slave the coupling directly to the presynaptic potentials. Because we have
that α(Vrest) = α′(Vrest) = 0, the expression must be at least second order, and we
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get that

dVi
dt

= f(Vi)− g(Vi − Vsyn)
∑
j

wi−jR(Vj − Vrest),

where R is a function with no linear component. Because we are allowing only terms
that contribute to excitation away from rest, we may simplify even further:

dVi
dt

= f(Vi)− g(Vrest − Vsyn)
∑
j

wi−jR(Vj − Vrest).

And finally, if modeled in continuum, we get that

Vt(x, t) = f(V (x, t))− ĝ
∫ ∞

∞
J(x− y)R(V (y, t)− Vrest)dy,

as desired. (Note that ĝ = g(Vrest − Vsyn).)
3.2. Plane wave solutions. Consider solutions of (1.4) of the form ρei(Ωt−kx).

Substituting this in yields

iρΩei(Ωt−kx) = ρei(Ωt−kx)(λ+ (b1 + iq)ρ
2 − ρ4)

+ (c1 + ic2)

∫ ∞

−∞
J(x− y)ρ3ei(Ωt−ky)dy,

which implies

iΩ = λ+ (b1 + iq)ρ
2 − ρ4 + ρ2(c1 + ic2)

∫ ∞

−∞
J(x− y)eik(x−y)dy

and finally

iΩ = λ+ (b1 + iq)ρ
2 − ρ4 + ρ2(c1 + ic1)Ĵ(k),(3.1)

where Ĵ(k) =
∫∞
−∞ J(s)e

iksds. Taking the imaginary part of the right-hand side of
(3.1), we find that

Ω = qρ2 + c1ρ
2Im(Ĵ(k)) + c2ρ

2Re(Ĵ(k)),(3.2)

with ρ determined so that

λ+ b1ρ
2 − ρ4 + c1ρ2Re(Ĵ(k))− c2ρ2Im(Ĵ(k)) = 0.(3.3)

For the remainder of the paper, we will assume that c2 = 0 and that J(x) is a
symmetric kernel; thus (3.2) and (3.3) become, respectively,

Ω = qρ2(3.4)

and

λ− ρ4 + c1ρ2Ĵ(k) = 0.(3.5)

In the next subsection, we prove the asymptotic stability of these plane waves so
that we can then show the existence of traveling wavefronts connecting the stable rest
state to these oscillations. We remark that setting c2 = 0 is a major simplification. It
is well known that if c2q is large enough, then the corresponding Ginzburg–Landau
model has spatiotemporal chaos. (See, for example, [20], where spatiotemporal chaos
is explored for zt = z(a+ bzz̄) + dzxx. See also section 3.4.3, where such a solution is
exhibited for the present model.)
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3.3. Plane wave stability. We claim that the plane wave solutions defined by
(3.5), (3.4) are asymptotically stable for sufficiently small k. We will show this using
a symmetric kernel J(x) such that dJ

dx (0) = 0 and
∫∞
−∞ J(x)dx = 1. The kernel we

use is (1/
√
π)e−x2

, and the results can be generalized to any function satisfying the
above requirements.

The plane wave has the form z(x, t) = ρei(Ωt−kx), with ρ and Ω defined as in (3.5)
and (3.4). We now examine the stability of the plane waves by linearizing about a
solution. Let

z(x, t) = ρei(Ωt−kx) + w(x, t).(3.6)

Substituting (3.6) into (1.4) and taking terms linear in w, we obtain

wt = f(w) + c1ρ
2

∫ ∞

−∞
J(x− y)[e2i(Ωt−kx)w̄ + 2w

]
dy,(3.7)

where

f(w) = λw + iqρ2
[
2w + e2i(Ωt−kx)w̄

]− ρ4[3w + 2e2i(Ωt−kx)w̄
]
.(3.8)

Now, let w = ei(Ωt−kx)v and v = v1 + iv2 and substitute into (3.7). This gives
the equation

iΩ(v1 + iv2) + (v1 + iv2)t(3.9)

= g(v1, v2) + c1ρ
2

∫ ∞

−∞
J(s)eiks [3v1(x− s) + iv2(x− s)] ds,

where

g(v) = λ(v1 + iv2) + 2iqρ2(v1 + iv2) + iqρ
2(v1 − iv2)− 3ρ4(v1 + iv2)− 2ρ4(v1 − iv2).

Expanding the integrand in (3.9) and separating the real and imaginary parts gives

c1ρ
2

∫ ∞

−∞
J(s) [3 cos(ks)v1(x− s)− sin(ks)v2(x− s)] ds(3.10)

and

c1ρ
2

∫ ∞

−∞
J(s) [cos(ks)v2(x− s) + 3 sin(ks)v1(x− s)] ds.(3.11)

Let g = g1 + ig2. Then these are

g1(v) = λv1 − qρ2v2 − 5ρ4v1(3.12)

and

g2(v) = λv2 + 3qρ2v1 − ρ4v2.(3.13)

Because Ω = qρ2, we can subtract this from both sides of (3.9). We define

h1(v) = g1(v) + qρ
2v2 = λv1 − 5ρ4v1,(3.14)

h2(v) = g2(v)− qρ2v1 = λv2 + 2qρ2v1 − ρ4v2.(3.15)
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Now, let v1 = eαteilxu1 and v2 = eαteilxu2. Then (3.10) becomes

c1ρ
2eαteilx

∫ ∞

−∞
J(s)

[
3 cos(ks)e−ilsu1 − sin(ks)e−ilsu2

]
ds,

which, because J is assumed to be even, simplifies to

c1ρ
2eαteilx

[
3

∫ ∞

−∞
J(s) cos(ks) cos(ls)u1ds+

∫ ∞

−∞
J(s) sin(ks) sin(ls)u2ds

]
.(3.16)

Similarly, (3.11) becomes

c1ρ
2eαteilx

[∫ ∞

−∞
J(s) cos(ks) cos(ls)u2ds− 3

∫ ∞

−∞
J(s) sin(ks) sin(ls)u1ds

]
.(3.17)

Thus, (3.9) becomes

αu1 =
[
λ− 5ρ4 + 3c1ρ

2Jcc
]
u1 + iJssu2,(3.18)

αu2 =
[
λ− ρ4 + c1ρ2Jcc

]
u2 +

[
2qρ2 − iJss

]
u2,(3.19)

where

Jss =

∫ ∞

−∞
J(s) sin(ks) sin(ls)ds

and

Jcc =

∫ ∞

−∞
J(s) cos(ks) cos(ls)ds.

These can be expressed in terms of the Fourier transform Ĵ(k) of the kernel

Jcc =
1

2
Ĵ(k + l) +

1

2
Ĵ(k − l)

and

Jss = −1

2
Ĵ(k + l) +

1

2
Ĵ(k − l).

For the kernel J chosen, we have the transform Ĵ(k) = e−
1
4k

2

. The top panel of
Figure 1 shows that, for k = 0, the real part of the greatest eigenvalue is negative
for all l �= 0. The middle panel shows that when k = 1, the plane wave solution is
unstable, with the real part of the greatest eigenvalue positive. The bottom panel
shows that there is a k > 0 such that the corresponding plane wave is stable. Thus
there is an interval surrounding k = 0 such that the perturbation goes to zero, and
hence the plane wave is stable.

This result is generalizable to any symmetric, nonnegative, integrable kernel qual-
itatively like a Gaussian. We need only that Ĵ decreases as |k| gets farther from 0.

3.4. Traveling wavefronts. We will show that, under certain restrictions on
the parameters, there exists a traveling wavefront that takes the system from the
stable equilibrium point z = 0 to the plane wave solutions defined by (3.4), (3.5).
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Fig. 1. The real part of the leading eigenvalue for k = 0, k = 1, and k = .5. The horizontal
axis is l, and the vertical axis is the value of the real part of the eigenvalue.

Let Z(k;x, t) = ρ(k) exp(i[Ω(k)t − kx]) be a plane wave as constructed above. For
k = k∗(q) we seek traveling waves connecting z(x, t) = 0 to Z(k∗;x, t). That is, there
exists a real valued function h(ξ) and a real c such that

z(x, t) = h(x− ct)Z(k∗;x, t),

where h(−∞) = 0 and h(∞) = 1. In this paper, we prove only the q = 0 case.

We put the system (1.4) into polar coordinates, making the substitution z = reiθ:

rt = λr + b1r − r5 + c1G1(x, t) + c2G2(x, t),(3.20)

rθt = qr
3 + c1G2(x, t) + c2G1(x, t),(3.21)

where

G1(x, t) =

∫ ∞

−∞
J(x− y)r3(y)cos(θ(x)− θ(y))dy,(3.22)

G2(x, t) =

∫ ∞

−∞
J(x− y)r3(y)sin(θ(x)− θ(y))dy.
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First, suppose that b1 = q = c2 = 0. Then θ = 0 satisfies (3.21). This makes (3.20)

ρ′ = λρ+ b1ρ3 − ρ5 + c1
∫ ∞

−∞
J(x− y)ρ3(y)dy.(3.23)

3.4.1. Existence, uniqueness, asymptotic stability. Proving the existence,
uniqueness, and asymptotic stability of a traveling wave connecting the stable equi-
librium at z = 0 with a stable periodic orbit is done by appealing to the following
theorem.

Theorem 3.1 (see Chen [4]). Consider the evolution equation

ut = Duxx +G(u, J1 ∗ S1(u), . . . , Jn ∗ Sn(u)),(3.24)

where J∗S(u) stands for the convolution ∫
R
J(x−y)S(u(y))dy. Assume the following:

1. For some a ∈ (0, 1), the function f(u) = G(u, S1(u), . . . , Sn(u)) satisfies
f > 0 in (−1, 0) ∪ (a, 1), f < 0 in (0, a) ∪ (1, 2), and f ′(0) < 0, f ′(a) > 0, and
f ′(1) < 0.

2. For each i = 1, . . . , n, the kernel Ji is C
1 and satisfies Ji(.) ≥ 0,

∫
R
Ji(y)dy =

1, and
∫
R
|Ji(y)|dy <∞.

3. The functions G(u, p) (p = (p1, . . . , pn)) and S1(u), . . . , Sn(u) are smooth
functions satisfying for all u ∈ [−1, 2], p ∈ [−1, 2]n, i = 1, . . . , n, Gpi(u, p) ≥ 0,
Sui(u) ≥ 0.

4. Either D > 0 or Gu(u, p) < 0 and Gp1(u, p)Su1(u) > 0 on [−1, 2]n+1.
If conditions 1–4 hold, there exists a unique (up to a translation) asymptotically

stable, monotone traveling wave connecting 0 to 1.
Remark. In our system, the fixed point ρ = 0 corresponds to the zero fixed point

of (1.4), and the fixed point ρ > 0 corresponds to the synchronous periodic solution
to (1.4). Here k∗(0) = 0.

We now show that the following assumptions hold for (3.23).
1. The function f(x) = λx+b1x

3−x5+c1x
3 must satisfy a number of conditions

regarding stability. This is to ensure that there is both a stable equilibrium and a
stable periodic solution with an unstable periodic solution between the two acting
as a separatrix. The first condition is f(0) = 0, f(a) = 0, and f(b) = 0, where b
is the amplitude of the stable periodic orbit and a is the amplitude of the unstable
separatrix. These values can be scaled so that b = 1; however, that is not necessary to
satisfy the assumption. The requirements that f ′(0) < 0 and f ′(b) < 0 are simply to
ensure that both the rest state and periodic solution are stable solutions. f(x) does
satisfy these conditions, as shown in section 1.2, so the first assumption in Chen’s
theorem is satisfied.

2.
∫∞
−∞ J(x− y)dy = 1, J(x) ≥ 0, and J(x) is bounded for all x. We defined J

in this way, so this assumption is satisfied.
3. Gp(u, p) > 0. For our purposes, this quantity is just c1, so we will assume

c1 > 0. This is necessary for the existence of a nonzero root for f .
4. Gu(u, p) < 0 and Su(u) > 0. The first of these is true for sufficiently small b1.

Because we have assumed that b1 = 0, this condition is satisfied. The second quantity,
3c1u

2, is slightly problematic because it vanishes at u = 0; however, because it holds
for all u �= 0, the inequality that this condition is used to satisfy is still satisfied for
our purposes (see the proof of Chen’s theorem). Hence, this assumption is satisfied.

Because all four of the assumptions are valid for the scalar equation, there exists
a unique and asymptotically stable traveling wave connecting the stable fixed point
at z = 0 and the stable periodic solution of (3.23).
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Fig. 2. Traveling wave solution. (A) q = 0.0, λ = −0.2, c1 = 1. This shows u(j, t) with j
horizontal and t vertical. Lightest color is u = 2, and darkest, u = −2. (B) Same as (A) but
q = 1.0. (C) Amplitude R = u2 + v2 as a function of t for j = 20, 30, 40, 50, 60, for q = 1.0.

Since θ = 0, the imaginary part of z is never excited; hence the wave propagated
will be from the stable solution z(x) = 0 for all x > x0 (without loss of generality
we may assume that the wave propagates from left to right) to the stable (parameter
dependent) periodic z(x) = ρ0 with zero imaginary part, as shown in Figure 2(A).
There is no phase-gradient; all of the oscillators are perfectly synchronized after the
wave passes. Because there is no imaginary component of the wave, it has wave
number 0. Although we have no proof of existence of the wave for nonzero q, we
expect that waves continue to exist at least for some finite range of q around 0. Figure
2(B,C) shows a simulation of the equations for q = 1.0. The magnitude, R = u2 + v2,
travels as a front, but there is a clear phase-gradient in the wake of the wave. The
frequency of the oscillations is also higher. More properties of the case q �= 0 are
considered in the next section.

3.5. The parameter q.

3.5.1. Small q. Assume that b1 = c2 = 0 and that q is sufficiently small. (Here,
small depends on the parameters λ and c1.) For nonzero q, we cannot assume that
θ = 0, so that a phase-gradient will appear (see Figure 2(B)). This, in turn, lowers
the effective coupling strength between the oscillators since the coupling includes the
term cos(θ(y)− θ(x)), and for a large enough gradient, this can be quite small. Thus,
one effect of increasing q is the appearance of a phase-gradient which, in turn, weakens
the effective coupling strength and thus should slow the wave down.

Figure 3 shows some properties of the wavefront as a function of the magnitude
q for λ = −0.2, c1 = 1 fixed. As expected from the above discussion, the parameter q
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Fig. 3. Dependence of the wave properties on the parameter q. Upper panel shows the velocity
of the front for λ = −0.2 and c1 = 1. Lower panel shows the phase-gradient. Note the different
horizontal scales. The simulation consists of 100 cells coupled to 20 nearest neighbors with coupling
strength exp(−|j|/2). Front velocity is measured as follows. Let Tj denote the time at which rj = 1.
Then the plotted velocity is just 10/(T70 − T60), that is, ∆x/∆t. The phase-gradient is measured
as follows. Let θj = arctan(vj/uj). The quantity D(t) = (θ60 − θ40)/20 ≈ θx is plotted, and the
value after the second oscillation is taken to be an approximation of the phase gradient. In a finite
domain, D(t) always goes to zero since the network synchronizes.

slows the wave down. For low values of q, this is a gradual decrease in speed. However,
at q ≈ 1.75 there is a precipitous drop in the velocity. For q larger than about 2.25,
the wave ceases to exist and is replaced by a stable localized pulse (see below). The
critical value of q depends on both the coupling strength c1 and λ. The closer λ is to
zero, the less excitation is required to cause propagation, due to the location of the
unstable periodic orbit separating the rest state from the stable oscillation. Thus, for
λ close to zero, wave propagation can occur for higher values of q. As λ gets larger in
magnitude, the separatrix is farther from the stable rest state, and propagation of a
wavefront requires more from the coupling, which large q prevents. This means that
if q is fixed, we can achieve a similar slowing by altering the parameter λ. Indeed,
we will exploit this in the next section, where we show similar phenomena for a
conductance-based neural model. In addition to the drop in the velocity, the phase-
gradient increases with q in an almost linear fashion. We compute the phase-gradient
only up to about q = 1.4, as beyond that, the wave velocity becomes nearly zero,
and whether or not there is a traveling front becomes ambiguous. The nearly linear
dependence on q leads to a simplification for analyzing the effects of q on the wave
velocity. Assume that the oscillations behind the front are quickly drawn to the plane
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Fig. 4. Velocity of the full equations (Figure 3, top) as q varies compared to the velocity
computed from the approximate equation (3.25) using k(q) = q/10, which approximates the slope of
the lower curve in Figure 3.

wave and thus θ(x, t) = Ωt+ k(q)x. Here k(q) ≈ mq is the asymptotic wave number,
and m is the slope of the dependence. Then the amplitude evolves according to the
equation

rt = r(λ+ b1r
2 − r4) + c1

∫ ∞

−∞
J̃(x− y)r3(y) dy,(3.25)

where J̃(x) = J(x) cos(k(q)x). This is identical (up to normalization) to the zero q
model, for which we have proved the existence of a front. Thus, we expect that there
will continue to be traveling fronts for q small enough. However, the new convolution
kernel J̃ is narrower than the original, and thus we expect the velocity to decrease.
Figure 4 shows a comparison of the front velocity for the approximation and the full
equations. For values up to q ≈ 1.4 the approximation is very good. (Recall that the
computation of the phase became difficult beyond q = 1.4.) For larger values of q,
the approximation was not very good.

3.5.2. Larger q and pulse formation. We saw above that the velocity of
the front seems to go to zero as q approaches some fixed finite value. We can ask
what happens for q beyond this point. One possibility is that the wave will not
propagate at all and all initial data will return to the rest state, z = 0. However,
numerical simulations indicate that rather than decay to rest, the medium remains
excited locally and forms localized pulses. Because this excitation is necessary to get
the θ variable excited, q large will prohibit excitation. The parameters are selected
to lie in a bistable region, and thus the solution z(t, x) = 0 is stable. If there is not
sufficient coupling, the wave will not propagate, and under sufficiently large initial
conditions this can result in bumps or pulse solutions (see Figure 5). This figure
shows the real part u(x, t) in a simulation for q = 3.25, which is past the regime of
existence of traveling fronts. The envelope R = u2 + v2 = |z|2 of a pulse appears to
be stationary (inset, Figure 5(B)), while the imaginary part appears to be periodic.
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Fig. 5. (A) Stable localized pulse with q = 3.25, λ = −.2, c1 = 1. Grey scale indicates
magnitude of uj(t). Index is horizontal, and time runs vertically from 0 to 10. (B) Pulse width
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This makes the pulses here quite different from those described in models for working
memory (see the discussion and the next section), which have aperiodic behavior.
As the parameter q decreases, the width of the pulses gets larger (Figure 5(B)). We
conjecture that the width goes to infinity as |q| decreases to q∞. Figure 3 indicates
that the velocity of the fronts goes to zero as q goes to a critical value, q0. We
conjecture that q∞ = q0, and for the present system that this critical value of q is
around 2.5. The reason for this is as follows. Suppose that q < q∞. Then there
are no finite-width pulses. That is, an initial stimulus in the middle of the medium
will expand without bound. This is just a pair of wavefronts propagating outward.
Similarly, if q > q0, then there are no waves with a positive velocity; we expect that
localized sufficiently large initial data will persist and not propagate.

3.5.3. Interactions of pulses. It is possible to initiate multiple pulses in the
same medium; however, the behavior is quite dependent on the initial distance as well
as the relative phases of the two initial conditions. For example, it is possible for two
pulses to merge and form a single pulse, or they can merge and then expand to fill
the medium. In the following simulations, the medium is started at rest except for
two local regions in which uj is either 1 or −1. When uj = 1 for both regions, we
call this an “in-phase” initial condition, and when uj = −1 we call it “out-of-phase.”
Figure 6 shows some examples. In (A), a pair of in-phase initial data merge and
then chaotically fill the medium. This suggests that the appearance of pulses and
the steady-state behavior could depend on the amount of medium initially excited.
Indeed, if we excite successively larger parts of the medium, there is a transition from
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Fig. 6. Interactions between pulses. (A) Two initiated in-phase lead to chaotic behavior; (B)
same as (A) but initially out of phase; (C) same as (A) but started closer together, leading to
merging; (D) two out-of-phase pulses split apart. All figures have q = 3.25, c1 = 1, λ = −0.2.

spatially localized behavior to chaotically expanding behavior. In Figure 6(B), the
same initial data are given as in A, but the two are out of phase. This results in a pair
of local pulses oscillating exactly a half-cycle out of phase. In Figure 6(C), an in-phase
pair is started close to each other, leading to simple merging to a single pulse. Finally
in (D), the same initial data as in (C) but in antiphase results in a splitting apart of
the two pulses rather than a merging. There are many other aspects of interaction
which remain to be explored. In particular, the transition between localized pulses
and slow chaotic spreading is an intriguing problem.
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4. Conductance-based models. The results described in the previous section
apply to a very special system of equations, namely, the normal form for a Hopf
bifurcation. Thus, a natural question to ask is whether a system away from the
bifurcation can have the same behavior. In this section, we consider the behavior of
a simple biophysical model with synaptic coupling. The Morris–Lecar (ML) model
[21] is a membrane model with leak, calcium, and potassium currents. With the right
choice of parameters, the isolated model undergoes a subcritical Hopf bifurcation
and has a small regime of bistability between a resting state and a periodic solution.
Thus, we will synaptically couple an array of ML neurons and, by altering the applied
current, show that the network is able to produce both traveling fronts joining a fixed
point to a periodic orbit and localized regions of activity. The equations for each cell
are

C
dV

dt
= I − gl(V − El)− gCam∞(V )(V − ECa)− gKn(V − EK)− Isyn,

dn

dt
=
n∞(V )− n
τn(V )

,(4.1)

ds

dt
= α(V )(1− s)− s

τ
,

where Isyn is the total synaptic current applied to the ith neuron:

Isyn,i =


∑

j

W (i− j)sj

 (Vi − Esyn).

The functions and parameters used are in the appendix. Basically the g’s are maxi-
mal conductances, the E’s are reversal potentials, and W (j) is the coupling strength
between neurons and decays with distance. In the normal form, we are able to al-
ter certain abstract parameters such as the imaginary part of the coupling and the
nonlinear frequency parameter q. In the actual model, there is no direct analogue of
these parameters. However, we can instead alter the applied current I to take the
system into and out of the regime of bistability. In Figure 7, we choose I so that the
network is near the onset of spontaneous periodicity but remains bistable. A shock
at the left of the medium results in a propagating wave shown on the left. Decreasing
the current (and making the network less excitable) results in a pulse.

Unlike in the simplified model, the pulse does not seem to be periodic. Rather,
it is aperiodic, as is often the case for conductance-based models (see, e.g., [18]).

5. Discussion. We have used a simple canonical model of a bistable oscillatory
system to study the propagation of periodic waves and the loss of these waves as either
the threshold (λ) changes or the “twist”(q) varies. We have also studied the stability
of plane waves in this system. In previous work, we have shown that diffusive coupling
in a bistable (oscillatory and fixed point) system leads to a unique traveling front [9].
We also showed that as the threshold changed, the waves disappeared, leaving in
their wake spatial patterns. Similar behavior is found in the present model. Unlike
the results in [9], we have no closed form for the traveling waves. The existence of
wavefronts for sufficiently small values of q remains an open problem; we have proved
it only for q = 0.

The physiological motivation for this work comes from the behavior of disinhibited
slices of cortical tissue [11, 5]. Shocking the tissue results in the propagation of a front
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Fig. 7. Evolution of the voltage for a network of 100 ML neurons. The horizontal axis is cell

number, and the vertical axis is time in milliseconds. White is a potential of −45 mV, and black is
a potential of 20 mV. (A) Traveling wave for I = 88. (B) Localized pulse for I = 82.

of activity. In experiments the activity eventually terminates due to additional slow
processes so that, rather than a front, one obtains a traveling pulse with a finite
number of oscillations within the envelope. The present model can be augmented
by the addition of a slow negative feedback term, which will terminate the activity,
resulting in a spatially confined propagating pulse.

Stationary patterns of localized activity in networks of spiking models have been
suggested as models for locally persistent neural activity known as working memory
[18, 22]. In these models, the mechanism depends on recurrent excitation of the neu-
rons coupled with lateral inhibition. In the context of these models, lateral inhibition
means that the connection function J(x) is positive for small |x| and negative for |x|
sufficiently large. The present model provides another mechanism which does not de-
pend on lateral inhibition. Rather it depends on bistability between an oscillatory and
a rest state. [3] utilized bistability in a firing rate model to obtain localized structures,
but, as in the above-mentioned models, they require lateral inhibition. The reason
for this can be clarified by looking at our model without the oscillatory component:

rt = r(λ+ br
2 − r4) + c

∫ ∞

−∞
J(x− y)r3(y, t) dy.

The results of [4], while not precluding localized structures, indicate that in the
bistable case, the main type of behavior observed will be stable traveling fronts.
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Thus, even though the system is bistable, localized pulses cannot be found with pos-
itive J(x). However, the presence of oscillations enables local phase gradients to
develop, which can prevent the expansion of the wavefronts beyond a certain range.
The mechanism applies to whole classes of voltage-dependent models in which there
is a subcritical Hopf bifurcation as current is applied to the system (so-called Type
II excitability; see [21]).

It still remains to rigorously prove the existence of these stationary solutions.
These satisfy

0 = R(λ+ b1R
2 −R4) + c1

∫ ∞

−∞
J(x− y)R3(y) cos[Θ(y)−Θ(x)] dy,

R(x)Ω = qR3(x) + c1

∫ ∞

−∞
J(x− y)R3(y) sin[Θ(y)−Θ(x)] dy,

where Ω is an unknown parameter, R(±∞) → 0, and Θ(0) = 0. In the case in which
J(x) = exp(−|x|)/2, one can then convert the integral equations to a set of differential
algebraic equations as follows. Let

C(x) =

∫ ∞

−∞
J(x− y)R3(y) cos(Θ(y)) dy,

S(x) =

∫ ∞

−∞
J(x− y)R3(y) sin(Θ(y)) dy,

so that we must solve

C − Cxx = R3(x) cosΘ(x), S − Sxx = R3(x) sinΘ(x),

with the constraints

0 = R(λ+ b1R
2 −R4) + c1 (cosΘ(x)C(x) + sinΘ(x)S(x)) ,

RΩ = qR3 + c1 (cosΘ(x)S(x)− sinΘ(x)C(x)) .

We have made little progress on this open problem.

Appendix. In the ML equations (4.1), V denotes membrane potential, C is
membrane capacitance, and m and h are gating variables. The g’s and Ej ’s are the
maximal conductances and reversal potentials, respectively, for calcium, potassium,
and leak currents. The gating functions are as follows:

n∞(v) = .5

(
1 + tanh

(
v − v3
v4

))
,

m∞(v) = .5

(
1 + tanh

(
v − v1
v2

))
,

k(v) =
1

1 + exp

(
−v − vt

vs

) ,

τn(v) =
1

cosh

(
v − v3
2v4

) ,

where vt = 10, vs = 5, v1 = −1.2, v2 = 18, v3 = 2, and v4 = 30.
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Fig. 9. In this figure, ULC is the unstable periodic orbit separating the stable fixed point (E)
and the stable periodic solution (SLC) in three dimensions (V,w, s) for the ML model.

The parameters for the ML equations (4.1) for Figure 7 are φ = .16, gl = 2,
gca = 4.4, gk = 8, EK = −84, EL = −60, ECa = 120, Esyn = 0, τsyn = 50, α = 1,
gsyn = 0.3, and C = 5. With these parameters, the Hopf bifurcation that causes the
bistability occurs slightly to the right of I = 93. The current used for the traveling
waves is I = 88 and for the pulses, I = 82. These are indicated in the bifurcation
diagram. From the bifurcation diagram in Figure 8, at the chosen values for I there
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is a stable rest state and a stable periodic, separated by an unstable separatrix. A
picture of these orbits is shown in Figure 9. It is not easy in three dimensions to
delineate the basins of attraction for the two stable orbits; however, we have found
that low values of s and (V,w) near the fixed point are pulled into the rest state,
while all other initial data are attracted to the limit cycle.

From the bifurcation diagram, it is possible to estimate the parameters λ =
11.07, b = 0.56, q = 2.47 for the model. (Note that we have converted the timescale
from milliseconds to seconds, since frequencies are typically measured in Hz.)
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