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ABSTRACT
Video is one of the richest sources of information available online
but extracting deep insights from video content at internet scale
is still an open problem, both in terms of depth and breadth of
understanding, as well as scale. Over the last few years, the field of
video understanding has made great strides due to the availability
of large-scale video datasets and core advances in image, audio,
and video modeling architectures. However, the state-of-the-art
architectures on small scale datasets are frequently impractical to
deploy at internet scale, both in terms of the ability to train such
deep networks on hundreds of millions of videos, and to deploy
them for inference on billions of videos. In this paper, we present a
MapReduce-based training framework, which exploits both data
parallelism and model parallelism to scale training of complex video
models. The proposed framework uses alternating optimization
and full-batch fine-tuning, and supports large Mixture-of-Experts
classifiers with hundreds of thousands of mixtures, which enables
a trade-off between model depth and breadth, and the ability to
shift model capacity between shared (generalization) layers and
per-class (specialization) layers. We demonstrate that the proposed
framework is able to reach state-of-the-art performance on the
largest public video datasets, YouTube-8M and Sports-1M, and can
scale to 100 times larger datasets.
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Figure 1: Large-scale video classification datasets.

1 INTRODUCTION
In the last decade, a series of breakthroughs in machine learning
and computer vision problems were attributed to the availability of
large-scale quality datasets. As the quality and quantity of datasets
increased, so did the sophistication of models and their ability to
accomplish more complex, high-level tasks such as scene under-
standing, pixel-level segmentation and depth extraction, Visual-
Question-Answering.

In the video classification domain, YouTube-8M [1] is the largest
public dataset as of this writing, containing over 7 million videos
with 4,716 classes. Classifying thousands of high-level video labels
across diverse topics, ranging from objects to activities, requires
multi-label classification models that can scale both in the number
of classes and number of videos. With millions of video examples,
spanning hundreds of thousands of video hours, each epoch of
training involves billions of frame-by-frame audio-visual features.

Thanks to modern GPUs and custom hardware accelerators,
it is becoming less prohibitive to train machine learning models
at this scale, including complex models, such as recurrent deep
neural networks [2, 9] and frame-by-frame temporal aggregation
networks [1, 19, 27, 29, 37]. Mixtures of binary classifiers have also
shown promising multi-label video classification performance at
this scale [24].

Nevertheless, even the largest publicly available video datasets
lag far behind the volume of public videos on the Internet. YouTube,
for example, reached over 1 billion captioned videos in 2017.1 In
addition, videos are growing at an unprecedented scale, with more
1https://youtube.googleblog.com/2017/02/one-billion-captioned-videos.html
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than 500 hours of video being uploaded to YouTube each minute.2
Fig. 1 illustrates the scale of several largest video classification
datasets and the scale of training data that we are addressing in this
paper, which is on the order of 100M videos and tens of thousands
of classes, or 1000 times larger than most public datasets. Not only
is the volume of online videos large, but so is the variety of topics
covered by those videos. Annotating videos at that scale and diver-
sity requires the support of much larger vocabularies than those
found in public datasets.

In this paper, we present how we tackle the video annotation
problem at scale, with a proposed MapReduce-based distributed
framework, which can scale to hundreds of millions of videos with
hundreds of thousands of classes or classifier mixtures. The main
objective of this paper is to address both annotation quality and
scalability at the same time: building a framework that can support
training complex video models at web scale. Although it is known
that MapReduce is an effective tool for distributed computation at
scale [5, 7], to the best of our knowledge, the proposed framework is
the first-in-kind application of MapReduce to the problem of large-
scale video modeling, supporting both shared (deep) representation
learning and specialized per-class (large) mixture modeling.

Specifically, we present a scalable variant of the Deep-Bag-of-
Frames (DBoF) model withmixture-of-experts (MoE), one of the top-
performing video classification models on YouTube-8M [1, 29]. We
design a MapReduce-based framework suitable to train this model,
fully taking advantage ofmodel parallelism with large mixtures and
data parallelism through large (even full) mini-batch training:

• Large Mixture-of-Experts: Considering the wide range of
video topics on the web, it is essential to train a model ca-
pable of classifying multiple labels. When the number of
possible classes is large, it is generally desirable to increase
the number of experts. Without a scalable training frame-
work, however, increasing the number of experts becomes
impractical due to computational overhead. For this rea-
son, most previous works have used a small number of (i.e.,
<5) experts, but this can be sub-optimal, depending on the
problem and data diversity. Our framework provides model
parallelism to allow training large MoEs, with hundreds of
thousands of mixtures (across all classes), on hundreds of
millions of videos.
• Large-scale Optimization: In general, utilizing a larger
mini-batch often equates to a superior performance [34]. At
modern large-scale datasets, however, considering even 1%
batch size (for example, 80K examples in YouTube-8M) be-
comes infeasible in ordinary settings. Via data parallelism,
we demonstrate that our framework allows large-batch op-
timization, namely Resilient Backpropagation (RProp) [33].
We also demonstrate that when the batch size is sufficiently
large (e.g., 50%), this traditional approach becomes worth
revisiting for its known robustness involving only few pa-
rameters.

Note that we focus on improving a single model since gaining
further improvement from the ensemble procedure of multiple

2https://www.tubefilter.com/2019/05/07/number-hours-video-uploaded-to-youtube
-per-minute/

models is a standard follow up step which is typically independent
of the single model.

Contributions. Tackling the video classification problem at
scale, we propose a variant of the joint DBoF and MoE model, with
a newly proposed Self-Weighted Average Pooling (SWAP) approach
for temporal pooling of frame-level representations. This model
already surpasses the best single model performance reported at
the YouTube-8M Large-Scale Video Understanding Challenge. To
effectively train this model at an even larger scale, we propose
a MapReduce-based training framework, and verify that it can
efficiently train the DBoF/MoE model on 100M videos and over 16K
classes in a few days. To summarize,
• We present aMapReduce-based training framework, de-
signed to train state-of-the-art video annotation models at
large scale.
• Weexplore algorithmic optimization schemes, whichwere
not practical previously. Large mixture-of-experts and full-
batch fine-tuning reveal that we can improve a converged
model after traditional training, achieving state-of-the-art
performance on YouTube-8M and Sports-1M datasets.
• We demonstrate that our proposed framework and model is
scalable to train on 500M videos with over 16K classes.

2 RELATEDWORK
Large-scale datasets containing dense information about various
types of data such as ImageNet [21], Places [46], and Visual Genome
[20] are being used widely. These datasets have been immensely
contributing to the success of diverse machine learning tasks such
as image classification [14, 32], scene recognition [45, 46], relational
learning [26], and Visual-Question-Answering [48].

Recently, tasks utilizing video data have been explored [8, 38] as
large-scale video datasets such as Sports-1M [17] and YouTube-8M
[1] began providing millions of videos with frame-by-frame video
and audio features along with thousands of video labels. To se-
quentially process series of frames, many recent successful models
incorporated recurrent models (e.g., Long-short TermMemory [13])
[2, 4, 25, 40, 42] or convolution on temporal axis [2, 9]. Also, various
attention-based models [1, 18, 19, 27, 29, 39] perform pooling over
frames to treat in a “bag-of-words” manner.

With growing data scale, efficient training algorithms are be-
coming essential as well. One type of approach for neural networks
is distributed training, where the model is trained in parallel on
different machines with partitioned data, synchronously [44] or
asynchronously [6, 30, 43] (see [28] for a list of parallelism strate-
gies in machine learning). Another type of approach is mini-batch
scaling method [10, 41] which increases the mini-batch sizes for
much faster convergence. However, the mini-batch sizes are still
practically bounded (e.g., 32K) for more extreme learning schemes
such as full-batch optimization (e.g., RProp [33]).

3 VIDEO ANNOTATION PROBLEM
Given a video of T frames with D dimensional preprocessed frame-
level features X ∈ RD×T , the goal of the video annotation problem
is to predict each of its video-level label y ∈ {0, 1}K describing
the video content (e.g., gaming, sports), where K is the number of
possible labels. As we take a finite number of labels, this problem is

https://www.tubefilter.com/2019/05/07/number-hours-video-uploaded-to-youtube
-per-minute/
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Figure 2: Deep-Bag-of-Frames framework

modeled as a multi-label classification problem. Henceforth, we use
video classification and video annotation interchangeably. Naturally,
both sequential models (e.g., RNN) and frame-pooling models (e.g.,
bag-of-frames) become appropriate for this problem. In this work,
we focus on the latter type of models which have been the top-
performing models on YouTube-8M [1, 3, 29].

3.1 Video Annotation Model
Our model, shown in Fig. 2, consists of the following two compo-
nents: 1)Deep-Bag-of-Frames (DBoF) for aggregating the frame-level
features into a video-level feature, and 2) Mixture-of-Experts (MoE)
for constructing multiple ‘expert’ binary classifiers for each class.

3.1.1 Frame Aggregator. Bag-of-words type models have been
shown to be promising for sequential data such as videos [22, 39].
Analogously treating a set of frame-level features as a “bag-of-
frames”, we revise Deep-Bag-of-Frames (DBoF) models [1, 29] as
shown in Fig. 2. The overall architecture of DBoF is as follows:

(1) Frame-level Network: Given a video and its frame-level
features (visual and/or audio) X ∈ RD×T as stated above,
a frame-level network transforms each frame-level feature
xj ∈ RD of frame j into its new representation, typically to a
higher dimensional space. In our work, we use the following
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Figure 3: DBoF architectures of frame aggregators

three networks illustrated in Fig. 3: (i) fully-connected layer,
(ii) fully-connected layer with context gating [29], and (iii)
fully-connected layer with a residual block [11].

(2) Frame Pooling: Then, the embedded representations of
the given video are aggregated to a single video-level fea-
ture through a frame pooling layer. Specifically, we use Self-
Weighted Average Pooling (SWAP) for each video which nor-
malizes the pooling frames xj ∈ RD for j = 1, . . . ,T as
follows:

v =
T∑
j=1

|xj |∑T
j′=1 |xj′ |

xj . (1)

In other words, the new video-level pooled feature v is the
sum of the frame-level features xj weighted by their corre-
sponding activations and normalized over time. We experi-
mented with other popular pooling methods (e.g., average,
max, or L2 pooling), but SWAP performed the best.

(3) Video-level Network: The aggregated pooled feature v
goes through another network, embedding the final video-
level feature.

While we specify the above components used in this work, we
note that DBoF can be generalized with various networks and
pooling methods.

3.1.2 Mixture-of-Experts Classifier. Once the video-level feature v
is derived, we train K one-vs-all binary classifiers to estimate the
probabilityp(yk |v) of each label yk (fork = 1, . . . ,K ) describing the
video v. For each one-vs-all classifier, we use a Mixture-of-Experts
(MoE) model [16] which summarizes the ‘opinions’ p(yk |v, e) from
a set of ‘experts’ e ∈ Ey weighted by p(e |v):

p(yk |v) =
∑
e ∈Ey

p(e |v)p(yk |v, e). (2)

We specifically use a binary logistic regression classifier

p(yk |v, e) = σ (wT
e v) (3)



for each expert and let p(e |v) be a softmax over |Ek | + 1 experts
with a dummy state for the non-existence of the label yk .

Similar to DBoF, the choice of classifier is not strictly limited
to MoE. For this work, we focus on MoE for the following two
reasons: 1) it has been shown to be a powerful classifier amongmany
successful video annotation models [3, 29], and more importantly,
2) it can fully take advantage of our proposed framework in the
next section, significantly improving the overall performance at
scale.

4 LARGE-SCALE VIDEO ANNOTATION
As mentioned earlier, training a large DBoF model requires signifi-
cant computational power at scale. In this section, we first describe
our distributed training framework based on MapReduce [7], which
enables parallelism in both model and data. Then, we show how it
applies to the DBoF model to perform scalable operations for the
large-scale video annotation task.

4.1 Alternating Large-scale Trainer
A naive implementation of the model in Fig. 2 is not scalable. As
the number of model parameters in the classifier part in Fig. 2
grows with the number of labels and experts, backpropagating
gradients from the classifier to the video-level network would be
the bottleneck. However, it is desirable to have large vocabulary
set as well as a large number of experts per classifier, especially for
large-scale data to flexibly cover a variety of topics (see Section 4.2
for more discussion).

In order to alleviate this bottleneck, we propose an alternating
update scheme between classifier and frame aggregator which up-
dates one while fixing the other. Then, each part can be efficiently
updated via model and data parallelism. Our training framework
contains three steps:
• Step 1: Joint Training.We first jointly train both the frame
aggregator and MoE classifier. We intentionally use small
MoE (i.e., ≤ 5 experts) to speed up the initial training and
optimize via a mini-batch stochastic method (i.e., ADAM) to
prevent early overfitting. This is a “warm-start” stage where
the performance is solely based on the model itself without
distributed computation. After the model converges, proceed
to Step 2.
• Step 2: Large MoE Training. At this step, the frame aggre-
gator is fixed and not updated. We replace the small MoE
from Step 1 with a newly initialized largeMoE. Each expert is
trained in parallel via model parallelism. Upon convergence,
proceed to Step 3.
• Step 3: Frame Aggregator Fine-tuning. We fix the MoE
and fine-tune the frame aggregator via data parallelism,
namely iRProp+. We do not fine-tune the MoE, although
possible, as the benefit is less substantial. Once converged,
go back to Step 2.

We repeat Step 2 and 3 until convergence. Both Step 1 and 3 en-
sure convergence, and Step 2 also converges quickly despite the
retraining of MoE because each expert is a very simple classifier
(essentially a perceptron). In our experiments, we observe small to
no loss of performance after several epochs, and we observe that
retraining the MoE repeatedly after each alternation is actually

more beneficial than continuously training the MoE. More in-depth
observations are described in Section 5.2.1.

MapReduce framework [7] has been recognized as a versatile
solution to efficiently manage large-scale problems through dis-
tributed computing, when a problem can be broken down into in-
dependent pieces. The Map step distributes the pieces to multiple
workers which run in parallel. Then, once their jobs are complete,
the Reduce step aggregates the results to proceed with the next
global operation. This “divide-and-conquer” approach scales well
given a sufficient number of available workers. Our framework
effectively utilizes MapReduce to perform Step 2 and 3 efficiently:

(1) Model Parallelism: As we freeze the frame aggregator in
Step 2, only the classifier for each class becomes trainable.
Then, since the classes are independent of each other, the
MoEs are also independent of each other. This allows the
models to be trained in parallel which in effect allows larger
MoEs to be trainable. Specifically, our framework Maps the
partitioned classes and their respective models to the work-
ers, updates their parameters in parallel, and then Reduces
them back to a single DBoF model. Given well trained frame
aggregating networks, this scheme allows the MoEs to scale
tens of thousands of classes.

(2) Data Parallelism: In machine learning, samples are often
assumed to be independent and identically distributed (i.i.d.),
and gradients are computed within a mini-batch of randomly
chosen hundreds of samples, assuming they can reasonably
represent the entire dataset. With billions of examples, how-
ever, it becomes harder to represent the entire dataset unless
we significantly increase the mini-batch size, which is also
prohibitive. Our framework allows the gradient computation
in parallel (Map) from a larger pool of independent exam-
ples and aggregates it (Reduce) with a large batch size [34].
With this, we even take full-batch gradient computation with
billions of examples.

Given our scalable framework, we next describe the algorith-
mic aspect of the model and training parallelism described above.
Ultimately, our goal is to identify and verify that these simple ap-
proaches could consistently improve the DBoF models that already
perform solidly.

4.2 Large Mixture-of-Experts
Compared to global classifiers that classify all classes with equally
structured classifier models, the key advantage of using a set of
local classifiers such as MoE is its ability to flexibly train based
on unique characteristics of the class. Consequently, having more
experts becomes especially useful as the number of classes gets
larger and as those classes cover a wide variety of topics. Zhu
et al. [47] presented a promising result that larger MoE actually
yields higher classification accuracy with video-level features on
YouTube-8M dataset.

It is not trivial, however, to increase the number of experts with
a large-scale dataset. With respect to the DBoF framework given
K possible labels, constructing a DBoF model with MoE of |E |
binary classifier experts for each label requires K |E | experts in
total. This quickly becomes problematic with a large-scale dataset
having thousands of labels (i.e., K = 4,716 for YouTube-8M) with a



moderate hidden representation size (e.g., 2,048) resulting in a MoE
with approximately 10M×|E| variables to train.

Fortunately, the weights we in Eq. (3) of each and every expert
e ∈ Ek for all k = 1, . . . ,K labels can be trained independently from
each other. In practice, we partition K classes into M workers to
train the experts corresponding to the classes, drastically reducing
the training time proportional to the number of available workers
in O(|E |K/M) as we evenly distribute the classes to the workers.

4.2.1 Adaptive Mixture-of-Experts. We also notice that the classes
with a different number of positive examples need a different num-
ber of experts. That is, labels with a small number of examples
require fewer experts to avoid overfitting or to reduce unnecessary
experts. To alleviate this, for each label yk we bound the maximum
number of experts to be |Emax | and determine the adjusted number
of experts |Ek | based on the number of positive examples in the
dataset as follows:

|Ek | = min

∑N
i=1 1[y

(i)
k = 1]

q
, |Emax |

 (4)

where the summation in the numerator is the number of samples
with the k’th label yk and q > 0 is a constant scaling the number
of experts to that sum. Thus, increasing q enforces the classes with
small number of examples to have fewer experts. This adaptive
scheme controls the balance between the number of examples per
class and its number of experts.

4.3 Full-batch Fine-tuning
Previous work [41] have acknowledged the value of large batch
training for faster convergence but could not further increase the
mini-batch size (i.e., 32K) under practical limitations. Given the
efficient data parallelism with our scalable framework, however,
we strategically apply the large batch optimization as follows.

First, we train themodel with a standardmini-batch solver (Step 1
in Section 4.1) to obtain fast initial training while minimizing early
overfitting which is more detrimental. This is a safe and secure
approach as demonstrated by other DBoF models [1, 3, 29].

Upon convergence, the model becomes sensitive to further up-
dates, so robustness is the key for performing effective fine-tuning.
Thus, we further fine-tune the model with a robust full-batch op-
timization, namely the Improved Resilient Backpropagation (RProp
[33]) called iRProp+ [15]. We explore this traditional full-batch op-
timization method for its robustness with very few parameters and
performance competitive to even second-order methods. Briefly,
the full-batch gradient is computed by summing over the gradi-
ent with respect to every training example in the entire training
dataset. Then, depending on the gradient direction compared to the
previous iteration, the learning rate of each weight changes.

Our framework allows an efficient full-batch gradient computa-
tion via MapReduce, described in Algorithm 1. Given the current
weights w, we first compute the gradient [∂E/∂w]x=x(i ) for each
training example xi across the entire full-batch in parallel in the
Map step. Then, following the RProp gradient computation scheme,
we collect those distributed gradients in the Reduce step and sum
them up to compute the full-batch gradient g. The proceeding up-
date step follows iRProp+ (see [15] for details), but we note that

Algorithm 1 MapReduce-based iRProp+ Algorithm
Given:
1) Learning rate coefficients η+ and η−
2) Learning rate bounds ∆max = 10 and ∆min = 0
3) Initial network weights w
for t = 1, 2, . . . do

Map: Compute gradient for each sample x(i) over the full-
batch in parallel

g(i) ←
[
∂E
∂w

]
x=x(i )

∀i = 1, · · · ,N

Reduce: g←
∑N
i=1 g

(i) over the full-batch
w← iRProp+

(
g,η+,η−,∆max,∆min

)
end for

any optimization scheme which could benefit from full-batch gra-
dients (e.g., full-batch SGD) may integrate to this framework. For
N examples with |w| weights andM workers, the framework can
compute the gradient inO(|w|N /M) once we assign similar number
of examples to each worker.

5 EXPERIMENTS
We evaluate the video annotation performance of ourmodels on two
public benchmark datasets. We also analyze how our MapReduce
framework allows the models to scale up efficiently and further
improves the performance by experimenting with actual YouTube
scale samples.

5.1 Experimental Setup
5.1.1 Datasets. We use two large-scale public video datasets. First,
YouTube-8M3[1] is the largest public video dataset of 7M+YouTube
videos (400K+ hours) over 4,716 possible classes (3.4 classes per
video on average) totaling up to 3.2B features. 70% and 20% of the
dataset are publicly available as training and validation sets re-
spectively, and we randomly select 10% of the validation set (2% of
the full dataset) to evaluate our models, and use the rest for train-
ing, similarly to WILLOW [29]. Sports-1M [17] has 1.2M YouTube
video URLs with labels on 487 sports activity classes.

For both datasets, the video features are extracted from Inception-
v3 features [36] trained on the ImageNet dataset [21] followed by
PCA (with whitening) and 8-bit quantization for one frame per
second (1 fps). The audio features for each second of the video are
extracted using an acoustic ResNet-50 [12], followed by a short-
time Fourier transform for ResNet [11]. The final dimensions of the
video and audio features are 1024 and 128 respectively (see [1, 23]
for details).

5.1.2 Model Specifications. We construct three DBoF models with
different DBoF frame aggregators (the top box in Fig. 2) with the
architectures shown in Fig. 3. DBoF-Basic (Fig. 3a) consists of a
fully-connected (FC) layer for the frame-level network before SWAP
pooling (Eq.(1)) and another FC layer as the video-level network.
DBoF-Cgate (Fig. 3b) adds a context gating layer [29], aiming at
modeling interdependencies between features, to the frame-level
and video-level networks of DBoF-Basic. Lastly, in DBoF-ResNet

3We use YouTube-8M ver. 2, released in February 2017 to compare against reported
results with the same version. We also experimented with ver. 3 (May 2018) and
observed similar improvement.



(Fig. 3c), a standard ResNet block with a skip-connection [11] is
added to the frame-level network of the DBoF-Basic.

For each FC layer, the output dimensions are 2,048 for all models,
and batch normalization and sigmoid function are applied except
for the first FC in the ResNet block.

5.1.3 Training Procedure. For the joint training stage, we randomly
sample 30 frames for each video and used ADAM with α = 0.9 and
β = 0.999, initial learning rate of 0.005, decay rate of 0.95 every
5,000 mini-batches of size of 512 and 0.9 momentum. The maximum
number of experts |Emax | is set to 5 for all models for the joint
training. For the fine-tuning, we use iRProp+ (also referred to as
RProp for simplicity) with the global learning rate of 10−5 and the
standard parameter values as shown in Algorithm 1. We minimize
the cross-entropy loss across all classes.

5.1.4 MapReduce Setups. We use NVIDIA Tesla p100 GPU to per-
form matrix/tensor computations in the joint training stage (Step
1) with small MoE. For the large MoE training (Step 2), we partition
the video classes into 500 partitions and trained them in parallel.
For the full-batch fine-tuning (Step 3), we use 500∼5000 workers
each computing gradients for a small group of samples in parallel.

5.1.5 Evaluation Metrics. We evaluate our models with four met-
rics listed below.

1) Global Average Precision (GAP) computes the area under
the precision-recall curve, evenly taking all video-entity pairs into
account together:

GAP =
100
K |V |

∑
v ∈V

∑
y∈Y

P(rv,y )∆R(rv,y ) (5)

where rv,y is the rank of estimated score on video v for label y,
when all scores are sorted globally. P(i) and R(i) are the precision
and recall levels at i respectively. Recall that K is the number of
possible classes. Following the YouTube-8M benchmark [1], we
evaluate the top k = 20 predicted labels per video:

GAPk =
100
K |V |

∑
v ∈V

∑
y∈Y

P(rv,y )∆R(rv,y )1[r
(v)
y ≤ k] (6)

where r (v)y is the video-specific rank of an estimated label y.
2) Mean Average Precision (MAP), on the other hand, takes

the mean of per-class average precisions:

MAPk =
100
K |V |

∑
v ∈V

∑
y∈Y

Py (r
(y)
v )∆Re (r

(y)
v )1[r

(v)
y ≤ k] (7)

where r (y)v is the entity-specific rank of an estimated label y, Py (i)
and Ry (i) are the precision and recall with respect to the label y
at position i . When the classes are uniformly distributed over the
test set, GAP and MAP become equivalent. In reality, videos tend
to have long-tailed distributions over classes, so those with fewer
examples will get penalized by MAP more than by GAP.

3) Precision at Equal Recall Rate (PERR) is similar to MAP
but instead of using a fixed k = 20, it considers the precision up to
the number of ground truth classes in each video:

PERR =
100
K

∑
y∈Y


1
|Vy |

∑
v ∈Vy

1[r
(y)
v ≤ |Vy |]

 (8)
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Figure 4: An example of validation error during alternating
MoE retraining (Step 2) and RProp fine-tuning (Step 3)

where Vy is the set of videos with true label y and 1[r (y)v < |Vy |] is
the number of correct predictions made within the top |Vy |.

4) Hit@k is the ratio of the test samples with at least one ground
truth label in top k predictions. We use k = 1, 5 for our evaluation.

5.2 Result and Analysis
We first show the results of applying either large MoE or RProp fine-
tuning to observe their individual benefits. We use the YouTube-8M
dataset for these analyses.

5.2.1 Trainer Behavior. Fig. 4 shows an example of validation error
trajectory during alternating MoE retraining (Step 2) and RProp
fine-tuning (Step 3). We observe that it steeply improves in both
GAP and MAP, then GAP continues to get better with a lower rate
but MAP drops slightly, and this pattern repeats.

The periods showing the steep improvements in GAP and MAP
correspond to the large MoE training (Step 2). When our trainer
proceeds to the large MoE training from either joint training (Step
1) or frame aggregator fine-tuning (Step 3), the old MoE is replaced
with a new large MoE (adaptively, according to Eq. (4)) and trained
from scratch. Although the model may initially suffer, we observe
that in practice the performance drop is quickly recovered within
the same epoch, thus not noticeable in the figure.

The epochs where GAP increases but MAP decreases correspond
to the frame-aggregator fine-tuning (Step 3). This is because the
full-batch gradient in RProp, by construction, is the sum over sam-
ples with equal weights, so the frame-aggregator is optimized to
maximize GAP, while the model is overfit in terms of MAP. (Re-
call that GAP treats samples equally whereas MAP treats classes
equally.) Despite the drop in MAP, frame aggregator fine-tuning
(Step 3) is crucial for the subsequent MoE retraining and the overall
model performance.

5.2.2 MoE Size. For each of the three DBoF models, we first per-
form the joint training with 5 experts per class until it converges.
This becomes the model-specific baseline, where we start further
optimization with large-scale approaches. We then train large MoE
with |Emax | ∈ {10, 20, 50} with q = 3 in Eq. (4), while fixing the frame
aggregator. As shown in Table 2, we see that GAP consistently im-
proves as the size of MoE increases, though the benefit diminishes
with more complex models. On the other hand, MAP improves by a
large margin in all models. Since MAP measures the precision with



Table 1: Results on YouTube-8M

Model MoE GAP MAP PERR Hit@1 Hit@5
DBoF-Basic (baseline) 5 82.75 46.67 74.79 86.83 93.98
DBoF-Basic + RProp 5 83.00 46.72 75.05 87.05 94.10
DBoF-Basic + Large MoE 50 83.16 51.35 75.37 87.31 94.16
DBoF-Basic + RProp + Large MoE 50 83.26 51.56 75.47 87.34 94.20
DBoF-Cgate (baseline) 5 83.10 47.39 75.11 87.21 94.10
DBoF-Cgate + RProp 5 83.32 47.60 75.43 87.43 94.15
DBoF-Cgate + Large MoE 50 83.26 51.74 75.48 87.49 94.18
DBoF-Cgate + RProp + Large MoE 50 83.42 51.59 75.63 87.57 94.24
DBoF-ResNet (baseline) 5 83.48 47.86 75.55 87.58 94.28
DBoF-ResNet + RProp 5 83.73 48.14 75.73 87.58 94.29
DBoF-ResNet + Large MoE 50 83.67 51.92 75.76 87.51 94.26
DBoF-ResNet + RProp + Large MoE 50 83.83 52.16 75.96 87.71 94.35
monkeytyping [40] 16 81.06 - - - -
FDT [3] 4∼16 81.78 - - - -
WILLOW [29] 2 83.00 - - - -

Table 2: MoE size vs. GAP and MAP

MoE GAP MAP
Size Basic Cgate ResNet Basic Cgate ResNet
5 82.75 83.10 83.48 46.67 47.39 47.86
10 83.04 83.23 83.62 50.10 50.80 51.32
20 83.07 83.26 83.63 50.78 51.16 51.59
50 83.14 83.29 83.67 51.35 51.74 51.92

respect to each label, this suggests that the less frequent classes
benefit significantly from the large and/or adaptively-sized MoEs.
This is desirable in practice where rare but crucial classes must
be detected with high precision. The training time for 50 experts
compared to 5 experts increases by only less than two folds despite
the 10 times larger MoE size.

5.2.3 RProp Batch Size. The DBoF models with RProp after the
joint training (DBoF + RProp in Table 1) consistently gain 0.22∼0.25
GAPwith respect to their baseline models.We note that the baseline
DBoF models have already converged, but the RProp fine-tuning
provides further improvement within 1 hour for each RProp itera-
tion by covering the entire training set using all frames of the videos
(compared to 30 frames sampled in the joint training).

We vary the batch size from 0.01% (∼600 samples, close to the
ADAM mini-batch size of 512) to 100% (full-batch) for RProp on the
joint trained DBoF-Basic. Fig. 5 shows the performance curves of
the RProp trainings using {0.01%, 0.1%, 1%, 10%, 50%, 100%} of the
training set. Starting at 82.75 GAP, we clearly see improvements
with increasing batch size.

5.2.4 Scalability. For the GPU-based joint training, it takes a few
hours to complete one epoch, depending on the embedding size and
the number of frames sampled per video. The full-batch fine-tuning
only takes about 20 minutes for each gradient compute step, which
is done over the entire data.

The learning curves in Fig. 5 indicate that with our MapReduce
framework training speed does not grow directly proportional to
the batch size, i.e., the 100% batch training (45 iterations in 15
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Figure 5: RProp batch size vs. GAP

hrs) does not take 10K times longer than the 0.01% batch training
(109 iterations in 15 hrs). Also, after further training, we observe
consistent benefits of using larger batch sizes similar to Fig. 5 and
achieve the best performances when we use at least 50% (∼3M)
of the full-batch. This large batch training on a conventional non-
parallel framework is theoretically possible by accumulating the
gradients over millions of samples, but it may take days to weeks.
Our framework, on the other hand, allows such large batch training
in hours for the equal number of iterations.

5.3 Evaluation on Public Benchmarks
We compare against several state-of-the-art models with a couple of
the largest public benchmark datasets: YouTube-8M and Sports-1M.

5.3.1 YouTube-8M. Table 1 summarizes the results of all the DBoF
models we trained on the YouTube-8M dataset, including 1) base
model, 2) with RProp, 3) with large MoE, and 4) alternating large
MoE + RProp training. We compare against several top-performing
models [3, 29, 40] from the YouTube-8M Large-Scale Video Under-
standing Challenge. While their final ensemble model achieved



Table 3: Results on Sports-1M (GAP, MAP, PERR)

Model MoE GAP MAP PERR
DBoF-Basic (Baseline) 5 76.74 73.39 71.34
DBoF-Basic + RProp 5 78.04 74.28 72.63
DBoF-Basic + Large MoE 50 77.53 74.21 72.37
DBoF-Basic + RProp + Large MoE 50 77.94 74.30 72.52

Table 4: Comparison against top-performing models on
Sports-1M (with 30 frames)

Model Hit@1 Hit@5
P3D ResNet [31] 66.4 87.4
Convolutional Pooling [42] 71.7 90.4
DBoF-Basic + RProp + Large MoE (Ours) 73.0 90.8

higher GAP (84.69), we compare against their reported best single
models for fair comparison. We list our observations below:

• We first see that DBoF-ResNet performs best, out of the
3 baseline DBoF models, followed by DBoF-Cgate. Their
relative order is the same, with or without large MoEs, and
with or without full-batch fine-tuning.
• RProp Only and Large MoE Only: We observe that for
all three DBoF models, both large MoE (shown with finer
sizes in Table 2) and RProp fine-tuning individually show
improvements over their corresponding baseline joint train-
ing models for all metrics. We note that the baseline DBoF-
Basic (82.75 GAP) was originally worse than the WILLOW
model (83.00 GAP) but the RProp fine-tuning itself has im-
proved to be competitive (83.00 GAP) with no changes to the
model itself. The GAPs for DBoF-Cgate and DBoF-ResNet
both consistently improve by 0.22 and 0.25 respectively from
fine-tuning only, making it a worthwhile consideration for a
converged model. Alternating between RProp and the initial
small MoE training (i.e., without Step 2) does not provide a
notable improvement. The MAPs also improve, especially
by a large margin with larger MoEs.
• Full model (RProp + Large MoE): Except for the MAP of
DBoF-Cgate, the best performances of all the DBoF models
for all metrics are achieved with the full model (DBoF +
RProp + Large MoE) which performs both MoE and RProp
fine-tuning together in the alternating optimization scheme.
In practice, we need to perform two or three alternations to
achieve the overall convergence.

5.3.2 Sports-1M. Our large-scale framework generalizes well to
another popular benchmark set, Sports-1M, as shown in Table 3.
Overall, we see even larger improvements compared to the YouTube-
8M results. Also, we observe larger impact by RProp than by large
MoE, probably due to the relatively smaller dataset scale compared
to YouTube-8M.

Table 4 compares our full model against a couple of state-of-the-
art models on Sports 1M. To follow their experimental setting, we
use 30 frames for evaluation and evaluate in Hit@{1, 5}. We see
that our model outperforms both state-of-the-art models.
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Figure 6: Validation performances (in GAP) on large-scale
datasets.

5.4 Evaluation on Scalability
Lastly, we demonstrate the scalability of the proposed framework
on a larger dataset with public videos on the web. We sample 500M
videos from YouTube for training and additional 10M for evalua-
tion. We use 16,675 classes, and ground truth labels extracted from
an internal video annotation system, which leverages metadata,
content, and user signals to annotate the main topics of a video.
To represent each video, we extract 1500-dimensional visual fea-
tures for each frame using an in-house image classification model
similar to Inception-v4 [35], 2048-dimensional audio features for
each second of audio [12], and a 256-dimensional CDML video-level
embedding [23].

We first train the full DBoF model illustrated in Fig. 3 with
frame-level features for 30 randomly chosen frames on a subset
of 100M videos. Fig. 6 shows the Global Average Precision (GAP)
on a validation set during the first 2–3 days of training. Fig. 6a
shows that with our framework the DBoF model converges within
a reasonable time (∼72 hours).

For even faster training, we fix the frame-level network in Fig. 3
and train on average-pooled video-level features. We observe that
all three models converge within a day; the model trained on the
smallest dataset (25M videos) takes about 15 hours, the intermediate
one (100M) about 20 hours, and the largest dataset (500M) takes
about 24 hours until convergence. We also observe that larger
training data leads the model to converge with higher annotation
accuracy. Compared to the full frame-level model, this simplified
model converges in < 24 hours, with a reasonable performance.4

6 CONCLUSION
In this work, we present how to annotate videos at industry scale,
with a MapReduce-based training framework redesigned for large-
scale complex video classification models. With billions of videos in
tens of thousands of label space, we show our proposed framework
trains state-of-the-art models within a day. Also, we empirically
demonstrate that our DBoF-based models significantly outperform
on large-scale public benchmark datasets, thanks to large mixture
of experts (model parallelism) as well as full-batch fine-tuning with
RProp (data parallelism). Naturally, our future work is to explore
the applicability of our framework to other large-scale datasets of
different kinds and to more diverse networks.

4Note that we do not compare the GAP between these two setups since their validation
sets are not equivalent, and the purpose of this experiment is purely to test the
scalability of the proposed framework beyond the scale of YouTube-8M.
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