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Abstract

We study a doubly reflected backward stochastic differential equation (BSDE) with integrable parameters and the related Dynkin game. When the lower obstacle $L$ and the upper obstacle $U$ of the equation are completely separated, we construct a unique solution of the doubly reflected BSDE by pasting local solutions, and show that the $Y$-component of the unique solution represents the value process of the corresponding Dynkin game under $g$-evaluation, a nonlinear expectation induced by BSDEs with the same generator $g$ as the doubly reflected BSDE concerned. In particular, the first time $\tau^*$ when process $Y$ meets $L$ and the first time $\gamma^*$ when process $Y$ meets $U$ form a saddle point of the Dynkin game.
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1. Introduction

In this paper, we study a doubly reflected backward stochastic differential equation with generator \( g \), integrable terminal data \( \xi \) and two integrable obstacles \( L, U \)

\[
\begin{aligned}
Y_t &= \xi + \int_t^T g(s, Y_s, Z_s) \, ds + K_T - K_t - J_T + J_t - \int_t^T Z_s \, dB_s, \quad t \in [0, T], \\
L_t \leq Y_t \leq U_t, \quad t \in [0, T], \\
\int_0^T (Y_t - L_t) \, dK_t &= \int_0^T (U_t - Y_t) \, dJ_t = 0 \quad \text{(flat-off conditions)}.
\end{aligned}
\]

A solution of such an equation consists of four adapted processes: a continuous process \( Y \), a locally square-integrable process \( Z \) and two continuous increasing processes \( K, J \).

Klimsiak [38] studied the same problem but assumed an extended Mokobodzki’s condition: there exists a semi-martingale between \( L \) and \( U \), which is practically difficult to verify. Instead, we only require the two obstacles \( L, U \) to be completely separable, i.e. \( L_t < U_t \), \( \forall t \in [0, T] \).

Backward stochastic differential equations (BSDEs) were introduced in linear case by Bismut [9] as the adjoint equations for the stochastic Pontryagin maximum principle in control theory. Later, Pardoux and Peng [42] extended them to a fully nonlinear version

\[
Y_t = \xi + \int_t^T g(s, Y_s, Z_s) \, ds - \int_t^T Z_s \, dB_s, \quad t \in [0, T],
\]

and showed that the BSDE admits a unique solution \((Y, Z)\) when generator \( g \) is Lipschitz continuous in \((y, z)\) and terminal datum \( \xi \) is square-integrable. Since then, the theory of BSDEs has rapidly grown and been applied in many areas such as mathematical finance, theoretical economics, stochastic control, stochastic differential games, partial differential equations (see e.g. the references in [21] or in [15]).

As a variation of BSDEs, a BSDE with one reflecting obstacle (say lower obstacle \( L \))

\[
\begin{aligned}
L_t \leq Y_t = \xi + \int_t^T g(s, Y_s, Z_s) \, ds + K_T - K_t - \int_t^T Z_s \, dB_s, \quad t \in [0, T], \\
\int_0^T (Y_t - L_t) \, dK_t &= 0 \quad \text{(flat-off condition)}
\end{aligned}
\]

was first studied by El Karoui et al. [20]. If \( g \) is Lipschitz continuous in \((y, z)\) and if both terminal datum \( \xi \) and lower obstacle \( L \) are square-integrable, these authors showed that the reflected BSDE has a unique solution \((Y, Z, K)\) and that the \( Y \)-component of the unique solution is the Snell envelope of the reward process \( L \) in the related optimal stopping problem under \( g \)-evaluation (for a more general statement, see e.g. Appendix A of [13], Section 7 of [7]). As a nonlinear expectation induced by BSDEs with the same generator \( g \) as the reflected BSDE, the \( g \)-evaluation possesses many (martingale) properties of the classic linear expectation and thus become a very useful tool in nonlinear analysis. In particular, the \( g \)-evaluation is closely related to risk measures in mathematical finance.

Based on [20], Cvitanić and Karatzas [14] extended the research of BSDEs to those with two reflecting obstacles. They showed that a doubly reflected BSDE with Lipschitz generator, square-integrable terminal datum and square-integrable obstacles admits a unique solution under Mokobodzki’s condition (there exists a quasimartingale between two obstacles) or certain
regularity condition on one of the obstacles (see assumption (H) of [28] for a simplified form). Cvitanić and Karatzas also found that the $Y$-component of the unique solution is exactly the value process of the related Dynkin game, a zero-sum stochastic differential game of optimal stopping, under $g$-evaluation (for a more general statement, see e.g. [17]). From a perspective of mathematical finance, this discovery is significant for the evaluation of American game options or Israeli options, see e.g. Hamadène [24]. Later, Hamadène et al. [29,27,24] added controls into a doubly reflected BSDE and the drift coefficient of the associated state process to analyze a mixed zero-sum controller and stopper game as well as the corresponding saddle point problem. For the literature and the recent advances of Dynkin games, see e.g. [36,48,32,4]. As to the history and latest development of controller and stopper games, see e.g. [35,37,5,6,3,2,18,41,8].

Among other development in doubly reflected BSDEs, Lepeltier and San Martín [39] obtained the existence result when $g$ is only continuous and has linear growth in variables $(y, z)$; Xu [49] got the wellposedness result when the Lipschitz continuity of $g$ in $y$-variable is relaxed to a monotonicity condition; and Bahlali et al. [1], Essaky et al. [23,22] analyzed the existence of a maximal solution when $g$ has quadratic growth in $z$-variable.

All the above articles on doubly reflected BSDEs, except [24], assumed either (extended) Mokobodzki’s condition or the aforementioned regularity condition. According to [24]’s observation that the existence of local solutions of a doubly reflected BSDE relies on neither of these two conditions, Hamadène and Hassani [25] pasted local solutions to form a unique solution of a doubly reflected BSDE with two distinct obstacles. Since then, the complete separation of obstacles has been postulated by most of the subsequent papers including [12,19,26,31] as well as the present one.

During the evolution of the BSDE theory, some efforts were made to weaken the square integrability on terminal data so as to match up with the fact that linear BSDEs are well-posed for integrable terminal data: El Karoui et al. [21] demonstrated that for any $p$-integrable terminal datum with $p \in (1, \infty)$, a BSDE with Lipschitz generator admits a unique $p$-integrable solution. This wellposedness result was later upgraded by Briand et al. [10,11] who reduced the Lipschitz condition of generator $g$ on $y$-variable to a monotonicity condition on $y$. After Hamadène and Popier [30] extended [11]’s results for reflected BSDEs, Hamadène et al. [19] make a further generalization for doubly reflected BSDEs with two completely separate obstacles.

We dedicate this paper to the solvability of the doubly reflected BSDE (1.1) with integrable parameters and will discuss the related Dynkin game. Besides the monotonicity condition on $y$-variable and the Lipschitz condition on $z$-variable, if the generator $g$ additionally has a growth condition on $z$-variable of order $\alpha \in (0, 1)$ (see (H7) of [11] or (H5) in the current paper), then the BSDE with integrable terminal datum admits a unique solution $(Y, Z)$ such that both $Y$ and $Z$ are $p$-integrable processes for any $p \in (0, 1)$ and that $Y$ is of class $(D)$. So the corresponding $g$-evaluation is well-defined for each integrable random variable. Under the same hypotheses on generator $g$ as Section 6 of [11], we will demonstrate a similar wellposedness result for doubly reflected BSDEs with integrable terminal data and two distinct integrable obstacles. Though we follow the approach of [25,19] on pasting local solutions, the estimations used for $L^p$-solutions, $p > 1$ are no longer valid in the $p = 1$ or class $(D)$ case. We managed to derive some novel estimation and approximation scheme.

To construct a unique solution of a reflected BSDE with integrable terminal datum $\xi$ and integrable lower obstacle $L$, we use the penalization method introduced in [20] together with a localization technique. This is because the approximating solutions are only $p$-integrable ($\forall p \in (0, 1)$): Given $n \in \mathbb{N}$, we compensate the generator $g$ by $n$ times the distance that $y$-variable is below $L_t$, i.e. $g_n(t, y, z) := g(t, y, z) + n(y - L_t)^+$. The BSDE with generator $g_n$
and terminal datum $\xi$

$$Y^n_t = \xi + \int_t^T g(s, Y^n_s, Z^n_s) \, ds + n \int_t^T (Y^n_s - L_s)^{-} \, ds - \int_t^T Z^n_s \, dB_s, \quad t \in [0, T]. \tag{1.4}$$

has a unique $p$-integrable ($\forall p \in (0, 1)$) solution $(Y^n, Z^n)$ such that $Y^n$ is of class $(D)$. The monotonicity of $\tau$ (Proposition 3.2). Then we can find a stopping time $\tau_\ell$ such that $|Y^n|$ is uniformly bounded by $\ell$ over the stochastic interval $[0, \tau_\ell]$. By a local estimation (Lemma A.2), the local $L^2$-norms of $Z^n$’s are uniformly bounded by a multiple of $\ell^2$. So up to a subsequence, $Z^n$ weakly converges to some $Z^\ell$. Consequently, we can deduce that $K^n_t := n \int_0^t (Y^n_s - L_s)^- \, ds$ converges to $K^\ell_t := Y_0 - Y_t - \int_0^t g(s, Y_s, Z^\ell_s) \, ds + \int_0^t Z^\ell_s \, dB_s$ uniformly over $[0, \tau_\ell]$. Letting $n \to \infty$ in (1.4) shows that $(Y, Z, \ell)$ is a local solution of (1.3) over $[0, \tau_\ell]$. Pasting up $(Y, Z, \ell)$’s over stochastic intervals $[[\tau_{\ell-1}, \tau_\ell]]$’s we obtain a global $p$-integrable ($\forall p \in (0, 1)$) solution $(Y, Z, K)$ of (1.3).

The uniqueness of such a solution follows from a comparison result (Proposition 5.3) of reflected BSDEs, which is a corollary of Proposition 3.2.

Applying Proposition 3.2 again shows that with respect to the corresponding $g$-evaluation, the $Y$-component of the unique solution of (1.3) is a supermartingale and even a martingale up to the first time when process $Y$ meets the lower obstacle $L$. Consequently, $Y$ is the Snell envelope of the reward process $L$ in the related optimal stopping problem in which the player is trying to select a best exit time from the game so as to maximize her expected reward under $g$-expectation.

Based on the wellposedness result for reflected BSDEs with integrable parameters, we next take [25]’s approach of pasting local solutions to construct a global solution of (1.1): Let $(Y^n, Z^n, K^n)$ be the unique $p$-integrable ($\forall p \in (0, 1)$) solution of a reflected BSDE with the penalized generator $g_n$ and the upper obstacle $U$. We first show that the increasing limit $Y$ of $Y^n$’s, together with some processes $(Z^\ell, K^\ell)$, solves (1.3) over some stochastic intervals $[[\tau_\ell, \tau^*]]$ for any $\ell \in \mathbb{N}$. A reverse conclusion can be obtained for the limit $\tilde{Y}$ of a decreasing scheme that involves reflected BSDEs with generator $\tilde{g}_n(t, y, z) := g(t, y, z) - n(y - U(t)^+)$ and the lower obstacle $L$: For some processes $(\tilde{Z}^\ell, \tilde{J}^\ell), (\tilde{Y}, \tilde{Z}^\ell, \tilde{J}^\ell)$ solves a reflected BSDE with upper obstacle $U$ over some stochastic interval $[[\tau^* \ell, \tau^{*+}]]$ for any $\ell \in \mathbb{N}$. Then pasting $(Y, Z^\ell, K^\ell, 0)$ and $(\tilde{Y}, \tilde{Z}^\ell, 0, \tilde{J}^\ell)$ alternatively over $[[\tau_\ell, \tau^*]]$ and $[[\tau^* \ell, \tau^{*+}]]$ yields a global $p$-integrable ($\forall p \in (0, 1)$) solution of the doubly reflected BSDE (1.1).

Leveraging Proposition 3.2 once again shows that with respect to the corresponding $g$-evaluation, the $Y$-component of the solution of (1.1) just constructed is a submartingale up to the first time $\tau^*$ when $Y$ meets the lower obstacle $L$, and is a supermartingale up to time $\gamma^*$ when $Y$ meets the upper obstacle $U$. Consequently, $Y$ is the value process of the related Dynkin game under $g$-evaluation in which $L$ (resp. $U$) is the amount process a player will receive from her opponent when she stops the game earlier (resp. not earlier) than her opponent. The uniqueness result of (1.1) then easily follows. Moreover, the pair $(\tau^*, \gamma^*)$ forms a saddle point of such a Dynkin game.

Since dealing mostly with $p$-integrable ($\forall p \in (0, 1)$) solutions, we cannot apply Doob’s martingale inequality and many well-known estimates in BSDE theory without using localization first, which increases the technical difficulty. Also, to overcome technical subtleties we encounter when proving the $p$-integrability ($\forall p \in (0, 1)$) of the limit $Y$ in the penalization scheme, we appropriately exploit Tanaka–Itô’s formula, Hypothesis (H5) and other tricks, see in particular the proof of (6.14).
The rest of the paper is organized as follows: After listing necessary notations, we give the definition of doubly reflected BSDEs and make some assumptions on their generators $g$ in Section 1. We first present in Section 2 the main result of our paper, a wellposedness result of doubly reflected BSDEs with integrable parameters as well as the $g$-martingale characterization of the $Y$-component of the unique solution, the latter of which implies that $Y$ is a value process of the related Dynkin games under $g$-evaluation. Section 3 recalls a wellposedness result of BSDEs with integrable terminal data and gives a general comparison result for BSDEs over stochastic intervals, which plays an important role in our analysis. The unique solutions of BSDEs with generator $g$ and integrable terminal data induce a widely-defined nonlinear expectation, called “$g$-evaluation/expectation”, whose properties will be discussed in Section 4. In Section 5, to construct a unique solution for a reflected BSDE with integrable parameters as a preparation for our main result, we use the penalization method which involves two auxiliary monotonicity results. And we show that the $Y$-component of the unique solution of the reflected BSDE is exactly the Snell envelope in the related optimal stopping problem under $g$-evaluation. Section 6 contains proofs of our results while the demonstration of some technical claims are deferred to the Appendix.

1.1. Notation and definitions

Throughout this paper, we fix a time horizon $T \in (0, \infty)$, and let $B$ be a $d$-dimensional standard Brownian Motion defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. The augmented filtration generated by $B$

$$\mathbb{F} = \{\mathcal{F}_t := \sigma(\sigma(B_s; s \in [0, t]) \cup \mathcal{N})\}_{t \in [0, T]}$$

satisfies the usual hypothesis, where $\mathcal{N}$ collects all $\mathbb{P}$-null sets in $\mathcal{F}$.

Let $\mathcal{T}$ be the set of all $\mathbb{F}$-stopping times $\tau$ taking values in $[0, T]$. For any $\nu, \tau \in \mathcal{T}$ with $\nu \leq \tau$, we set $T_{\nu, \tau} := \{\gamma \in \mathcal{T} : \nu \leq \gamma \leq \tau\}$. An increasing sequence $\{T_n\}_{n \in \mathbb{N}}$ in $\mathcal{T}$ is called “stationary” if for $\mathbb{P}$-a.s. $\omega \in \Omega$, $T_n(\omega)$ for some $n = n(\omega) \in \mathbb{N}$. As usual, we say that a $\mathcal{D}([0, T]) \otimes \mathcal{F}$-measurable process $X$ is of class $(D)$, with respect to $(\mathcal{T}, \mathbb{P})$, if $\{X_\tau\}_{\tau \in \mathcal{T}}$ is $\mathbb{P}$-uniformly integrable. Moreover, we let $\mathcal{P}$ denote the $\mathbb{F}$-progressively measurable $\sigma$-field on $[0, T] \times \Omega$ and will use the convention $\inf \emptyset := \infty$.

Let $p \in (0, \infty)$. It holds for any finite subset $\{a_1, \ldots, a_n\}$ of $(0, \infty)$ that

$$\left(1 \wedge n^{p-1}\right) \sum_{i=1}^n a_i^p \leq \left(\sum_{i=1}^n a_i\right)^p \leq \left(1 \vee n^{p-1}\right) \sum_{i=1}^n a_i^p. \quad (1.5)$$

And for any $p' \in (p, \infty)$, one has

$$x^{p'} \leq 1 + x^p, \quad \forall x \in (0, \infty). \quad (1.6)$$

The following spaces will be frequently used in the sequel.

1. For any sub-$\sigma$-field $\mathcal{G}$ of $\mathcal{F}$, let $L^0(\mathcal{G})$ be the space of all real-valued, $\mathcal{G}$-measurable random variables $\xi$ and set $L^p(\mathcal{G}) := \{\xi \in L^0(\mathcal{G}) : \|\xi\|_{L^p(\mathcal{G})} := \mathbb{E}[|\xi|^p]^{1/p} < \infty\}$.

2. We need the following subspaces of $\mathcal{S}^0$, which denotes all real-valued, $\mathbb{F}$-adapted continuous processes:

- $\mathcal{S}^p := \{X \in \mathcal{S}^0 : \|X\|_{\mathcal{S}^p} := \mathbb{E}[\|X\|_{\mathcal{L}^p(\mathcal{G})}]^{1/p} < \infty\}$, where $X_* := \sup_{t \in [0, T]} |X_t|$.
- $\mathcal{S}^p_+ := \{X \in \mathcal{S}^0 : X^+ = X \vee 0 \in \mathcal{S}^p\}$ and $\mathcal{S}^p_- := \{X \in \mathcal{S}^0 : X^- = (-X) \vee 0 \in \mathcal{S}^p\}$.
Let \( \mathbb{V}^0 := \{ X \in \mathbb{S}^0 : \text{X is of finite variation}\} \);

\( \mathbb{K}^0 := \{ X \in \mathbb{S}^0 : \text{X is an increasing process with } X_0 = 0 \} \subset \mathbb{V}^0 \);

\( \mathbb{K}^p := \{ X \in \mathbb{K}^0 : X_T \in L^p(\mathcal{F}_T) \} \).

(3) Let \( \mathbb{H}^{2,0} \) (resp. \( \mathbb{H}^{2,0}_p \)) denote the space of all \( \mathbb{R}^d \)-valued, \( \mathcal{F} \)-progressively measurable (resp. \( \mathcal{F} \)-predictable) processes \( X \) with \( \int_0^T |X_t|^2 \, dt < \infty \), \( \mathbb{P} \)-a.s. and set \( \mathbb{H}^{2,0}_p := \{ X \in \mathbb{H}^{2,0} : \|X\|_{\mathbb{H}^{2,0}_p} := \left\{ \mathbb{E} \left[ \left( \int_0^T |X_t|^2 \, dt \right)^{p/2} \right] \right\}^{1/(1/p)} < \infty \} \).

In the above notations, if \( p \geq 1 \), \( \| \cdot \|_{\mathbb{H}^{2,0}_p} \) is a norm on \( \mathbb{E}^p = L^p(\mathcal{G}) \), \( \mathbb{S}^p, \mathbb{H}^{2,0}_p \). And if \( p \in (0, 1) \), \( (X, X') \rightarrow \|X - X'\|_{\mathbb{H}^{2,0}_p} \) defines a distance on \( \mathbb{E}^p \), under which \( \mathbb{E}^p \) is a complete metric space.

Let us recall the notions of backward stochastic differential equations (BSDEs), reflected BSDEs and doubly reflected BSDEs: A (basic) parameter pair \((\xi, g)\) consists of a real-valued, \( \mathcal{F}_T \)-measurable random variable \( \xi \) and a function \( g : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R} \) that is \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^d) / \mathcal{B}(\mathbb{R}) \)-measurable.

**Definition 1.1.** Given a parameter pair \((\xi, g)\), let \( L, U \in \mathbb{S}^0 \) such that \( \mathbb{P}\{L_t \leq U_t, \forall t \in [0, T]\} = 1 \) and \( L_T \leq \xi \leq U_T \), \( \mathbb{P} \)-a.s. We say that (1) \((Y, Z) \in \mathbb{S}^0 \times \mathbb{H}^{2,0} \times \mathbb{K}^0 \) is a solution of a BSDE with terminal data \( \xi \) and generator \( g \) (BSDE \((\xi, g)\) for short) if (1.2) holds \( \mathbb{P} \)-a.s. (2) A triplet \((Y, Z, K) \in \mathbb{S}^0 \times \mathbb{H}^{2,0} \times \mathbb{K}^0 \) is a solution of a reflected BSDE with terminal data \( \xi \), generator \( g \) and (lower) obstacle \( L \) (RBSDE \((\xi, g, L)\) for short) if (1.3) holds \( \mathbb{P} \)-a.s. (3) A quadruplet \((Y, Z, K, J) \in \mathbb{S}^0 \times \mathbb{H}^{2,0} \times \mathbb{K}^0 \times \mathbb{K}^0 \) is a solution of a doubly reflected BSDE with terminal data \( \xi \), generator \( g \), lower obstacle \( L \) and upper obstacle \( U \) (DRBSDE \((\xi, g, L, U)\) for short) if (1.1) holds \( \mathbb{P} \)-a.s.

**Remark 1.1.** Given a parameter pair \((\xi, g)\),

\[
g_-(t, \omega, y, z) := -g(t, \omega, -y, z), \quad \forall (t, \omega, y, z) \in [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \tag{1.7}
\]

clearly defines a \( \mathcal{P} \otimes \mathcal{B}((\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^d) / \mathcal{B}(\mathbb{R}) \)-measurable function. For any \( L \in \mathbb{S}^0 \) with \( L_T \leq \xi \), \( \mathbb{P} \)-a.s., \((Y, Z, K) \in \mathbb{S}^0 \times \mathbb{H}^{2,0} \times \mathbb{K}^0 \) solves RBSDE\((\xi, g, L)\) if and only if \((\tilde{Y}, \tilde{Z}, J) = (-Y, -Z, K) \in \mathbb{S}^0 \times \mathbb{H}^{2,0} \times \mathbb{K}^0 \) is a solution of the following reflected BSDE with terminal data \( \tilde{\xi} = -\xi \), generator \( g_- \) and upper obstacle \( U = -L \):

\[
\begin{aligned}
U_t \geq \tilde{Y}_t &= \tilde{\xi} + \int_t^T g_-(s, \tilde{Y}_s, \tilde{Z}_s)ds - \tilde{J}_t + \int_t^T \tilde{Z}_s dB_s, \quad t \in [0, T], \\
\int_0^T (U_t - \tilde{Y}_t) d\tilde{J}_t &= 0 \quad \text{(flat-off condition).}
\end{aligned}
\tag{1.8}
\]

Let \( g : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R} \) be a \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^d) / \mathcal{B}(\mathbb{R}) \)-measurable function. To study doubly reflected BSDEs with generator \( g \) and integrable parameters \((\xi, L, U)\), we will make the following assumptions on function \( g \):

**Standing assumptions on \( g \).**

Let \( \kappa > 0 \), \( \lambda \in \mathbb{R} \), \( \alpha \in (0, 1) \) and let \( \{h_t\}_{t \in [0, T]} \) be a non-negative integrable process (i.e. \( h \in L^1([0, T] \times \Omega, \mathcal{B}([0, T]) \otimes \mathcal{F}, dt \otimes \mathbb{P}) \)). It holds \( dt \otimes d\mathbb{P} \)-a.s. that

- \( \text{(H1)} \) \( |g(t, \omega, y, z) - g(t, \omega, y', z')| \leq \kappa |z - z'|, \forall y \in \mathbb{R}, \forall z, z' \in \mathbb{R}^d; \)
- \( \text{(H2)} \) \( \text{sgn}(y - y') \cdot (g(t, \omega, y, z) - g(t, \omega, y', z)) \leq \lambda |y - y'|, \forall y, y' \in \mathbb{R}, \forall z \in \mathbb{R}^d; \)
- \( \text{(H3)} \) \( y \rightarrow g(t, \omega, y, z) \) is continuous, \( \forall z \in \mathbb{R}^d; \)
- \( \text{(H4)} \) \( |g(t, \omega, y, 0)| \leq h_t(\omega) + \kappa |y|, \forall y \in \mathbb{R}; \)
- \( \text{(H5)} \) \( |g(t, \omega, y, z) - g(t, \omega, y, 0)| \leq \kappa (h_t(\omega) + |y| + |z|)^{\alpha}, \forall (y, z) \in \mathbb{R} \times \mathbb{R}^d. \)
From now on, for any $p \in [0, \infty)$ we let $C_p$ be a generic constant depending on $p, \kappa, \lambda^+, T$ and $\mathbb{E} \int_0^T h_t \, dt$ (in particular, $C_0$ will denote a generic constant depending on $\kappa, \lambda^+, T$ and $\mathbb{E} \int_0^T h_t \, dt$), whose form may vary from line to line. For convenience, we will call a function $g : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$ a "generator" if it is $\mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R})$-measurable and satisfies (H1)–(H5).

Remark 1.2. If a function $g : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$ is Lipschitz continuous in $y$ (i.e. for some $\tilde{K} > 0$, it holds $dt \otimes d\mathbb{P}$-a.s. that $|g(t, \omega, y, z) - g(t, \omega, y', z)| \leq \tilde{K}|y - y'|$, $\forall y, y' \in \mathbb{R}$, $\forall z \in \mathbb{R}^d$), then (H2) automatically holds and (H4) will be replaced by $|g(t, \omega, 0, 0)| \leq h_t(\omega)$, $dt \otimes d\mathbb{P}$-a.s.

Remark 1.3. Let $g$ be a generator.

(1) The function $g_-$ defined in (1.7) is also a generator.

(2) Given $\tau \in T$, since $\{1_{[t \leq \tau]}\}_{t \in [0, T]}$ is an $\mathcal{F}$-adapted càglàd process (and thus $\mathcal{F}$-predictable), the measurability of $g$ implies that

$$g_{\tau}(t, \omega, y, z) := 1_{[t \leq \tau(\omega)]} g(t, \omega, y, z), \quad \forall (t, \omega, y, z) \in [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \quad (1.9)$$

defines a $\mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R})$-measurable function. And one can deduce that $g_{\tau}$ also satisfies (H1)–(H5) (actually, it satisfies (H2) with $\tilde{\lambda} = \lambda \lor 0$).

(3) If $g'$ is another generator, so is $ag + bg'$ for any $a, b > 0$.

(4) Given $L \in \mathbb{S}^1_+$, $g_L(t, \omega, y) := (y - L_t(\omega))^-$, $(t, \omega, y) \in [0, T] \times \Omega \times \mathbb{R}$ is clearly a $\mathcal{P} \otimes \mathcal{B}(\mathbb{R})/\mathcal{B}(\mathbb{R})$-measurable function that is Lipschitz continuous in $y$ and satisfies

$$\mathbb{E} \int_0^T g_L(t, 0) \, dt = \mathbb{E} \int_0^T L_t^+ \, dt \leq T \|L^+\|_{\mathbb{S}^1} < \infty. \quad \text{By Remark 1.2, } g_L \text{ satisfies (H2)-(H4)). Then part (3) shows that for any } n \in \mathbb{N}$$

$$g_n(t, \omega, y, z) := g(t, \omega, y, z) + n \, (y - L_t(\omega))^-, \quad \forall (t, \omega, y, z) \in [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \quad (1.10)$$

defines a generator.

2. Main result: doubly reflected BSDEs with integrable parameters and related Dynkin games

The contribution of this paper is the following wellposedness result of a doubly reflected BSDE with integrable parameters in which the $Y$-component of the unique solution represents the value of the related Dynkin game under a so-called "g-evaluation" (see Section 4), a nonlinear expectation induced by BSDEs with the same generator $g$ as the doubly reflected BSDE. Like [25], we assume the complete separation of the lower and upper obstacles in the doubly reflected BSDE instead of the traditional Mokobodzki condition which is quite difficult to check in practice.

Theorem 2.1. Let $g$ be a generator. For any $\xi \in L^1(\mathcal{F}_T), L \in \mathbb{S}^1_+$ and $U \in \mathbb{S}^1_-$ such that $\mathbb{P}[L_T \leq \xi \leq U_T] = \mathbb{P}[L_t < U_t, \forall t \in [0, T]] = 1$, DRBSDE $(\xi, g, L, U)$ admits a unique solution $(Y, Z, K, J) \in (\cap_{p \in (0, 1]} \mathbb{S}^p) \times \mathbb{H}^{2,0} \times \mathbb{K}^0 \times \mathbb{K}^0$ such that $Y$ is of class (D).

Define $R(\tau, \gamma) := 1_{[\tau < \gamma]} L_\tau + 1_{[\gamma \leq \tau \cap \gamma < T]} U_\gamma + 1_{[\tau = T]} \xi, \forall \tau, \gamma \in T$. Let $v \in T, \tau_v^* := \inf\{t \in [v, T] : Y_t = 1_{[t < \tau]} L_t + 1_{[t = \tau]} \xi\} \in T_v, T$ and $y^*_v := \inf\{t \in [v, T] : Y_t = \}$
In particular, we have

\[ 1_{[t<T]}U_t + 1_{[t=T]}\xi \in \mathcal{T}_{v,T}. \]

It holds for any \( \tau, \gamma \in \mathcal{T}_{v,T} \) that

\[
\mathcal{E}_{v,T}^{g}[Y_{\tau \wedge \gamma}] \leq Y_v \leq \mathcal{E}_{v,T}^{g}[Y_{\tau_0^* \wedge \gamma}], \quad \mathbb{P}\text{-a.s.} \tag{2.1}
\]

Consequently, it holds \( \mathbb{P}\text{-a.s.} \) that

\[
\text{esssup}_{\tau \in \mathcal{T}_{v,T}} \mathcal{E}_{v,T}^{g}[R(\tau, \gamma^*_v)] = Y_v = \mathcal{E}_{v,T}^{g}[R(\tau_0^* \wedge \gamma_0^*, \gamma)] = \text{essinf}_{\gamma \in \mathcal{T}_{v,T}} \mathcal{E}_{v,T}^{g}[R(\tau_0^* \wedge \gamma)]. \tag{2.2}
\]

In particular, we have

\[
Y_v = \text{esssup}_{\tau \in \mathcal{T}_{v,T}} \text{essinf}_{\gamma \in \mathcal{T}_{v,T}} \mathcal{E}_{v,T}^{g}[R(\tau, \gamma)] = \text{essinf}_{\tau \in \mathcal{T}_{v,T}} \text{esssup}_{\gamma \in \mathcal{T}_{v,T}} \mathcal{E}_{v,T}^{g}[R(\tau, \gamma)], \quad \mathbb{P}\text{-a.s.} \tag{2.3}
\]

\[ \mathcal{E}_{v,T}^{g}[Y_{\tau_0^*}] = \mathcal{E}_{v,T}^{g}[Y_{\tau_0^*}], \quad \mathbb{P}\text{-a.s.}
\]

Remark 2.1. (1) For any \( v, \zeta \in \mathcal{T} \) with \( 0 \leq v \leq \zeta \leq \tau_0^* \), it is clear that \( \tau_v^* = \tau_0^* \), \( \mathbb{P}\text{-a.s.} \). Then (2.1) shows that \( Y_v \leq \mathcal{E}_{v,T}^{g}[Y_{\tau_0^* \wedge \gamma}], \) \( \mathbb{P}\text{-a.s.} \), which shows that the \( Y \)-component of the unique solution of DRBSDE\( (\xi, g, L, U) \) is a \( g \)-submartingale up to time \( \tau_0^* \) (see (4.3) for definition of \( g \)-martingales). Similarly, \( Y \) is a \( g \)-supermartingale up to time \( \gamma_0^* \). Consequently, \( Y \) is a \( g \)-martingale up to time \( \tau_0^* \wedge \gamma_0^* \).

(2) In (2.3), if we regard \( L \) (resp. \( U \)) as the amount process a player will receive from, or pay to if the amount is negative, her opponent when the time \( \tau \) she chooses to stop the game is earlier (resp. not earlier) than the stopping time \( \gamma \) selected by her opponent, then the \( Y \)-component of the unique solution of DRBSDE\( (\xi, g, L, U) \) is exactly the player’s value of the Dynkin game under the \( g \)-evaluation. If the game starts at \( v \in \mathcal{T} \), (2.2) shows that the first time \( \tau_v^* \) when the value process \( Y \) meets \( L \) after \( v \) and the first time \( \gamma_v^* \) when \( Y \) meets \( U \) after \( v \) form a saddle point of the game.

3. BSDEs with integrable parameters

The derivation of Theorem 2.1 is based on the wellposedness result of BSDEs with integrable terminal data, i.e. Theorems 6.2 and 6.3 of [11] cited below as Proposition 3.1. Then in Section 5, we will exploit the penalization method to construct a unique solution of the corresponding reflected BSDEs with integrable parameters, with which we can adopt [25]’s approach of pasting local solutions to obtain Theorem 2.1.

Proposition 3.1. Let \( g \) be a generator. For any \( \xi \in L^1(\mathcal{F}_T) \), BSDE \((\xi, g)\) admits a unique solution \((Y, Z) \in \cap_{p \in (0,1)}(\mathbb{S}^p \times \mathbb{H}^{2-p})\) such that \( Y \) is of class \((D)\).

This wellposedness result leads to a general martingale representation theorem:

Corollary 3.1. For any \( \xi \in L^1(\mathcal{F}_T) \), there exists a unique \( Z \in \cap_{p \in (0,1)} \mathbb{H}^{2-p} \) such that \( \mathbb{P}\text{-a.s.} \)

\[
\mathbb{E}[\xi | \mathcal{F}_t] = \mathbb{E}[\xi] + \int_0^t Z_s dB_s, \quad t \in [0, T]. \tag{3.1}
\]

Proposition 3.1 also gives rise to “\( g \)-evaluation/expectation” (see next section), a nonlinear expectation under which the value of optimal stopping problem (resp. Dynkin game) solves the
corresponding reflected BSDE (resp. double reflected BSDE) with generator \( g \), see (5.2) (resp. (2.3)).

To derive a corresponding comparison result of Proposition 3.1 (which is crucial for the penalty method in solving reflected BSDEs with integrable parameters), we need the following mere generalization of Lemma 2.2 of [11] (cf. Corollary 1 of [30]):

**Lemma 3.1.** Given \( V \in \mathbb{V}^0 \), if \( (Y, Z) \in \mathbb{S}^0 \times \mathbb{H}^{2,0} \) satisfies that \( \mathbb{P}\text{-a.s.} \)
\[
Y_t = Y_0 + V_t - V_0 + \int_0^t Z_s dB_s, \quad t \in [0, T],
\]
then it holds for any \( p \in (1, \infty) \) that \( \mathbb{P}\text{-a.s.} \)
\[
|Y_t|^p = |Y_0|^p + p \int_0^t \text{sgn}(Y_s)|Y_s|^{p-1}dV_s + p \int_0^t \text{sgn}(Y_s)|Y_s|^{p-1}Z_s dB_s
\]
\[
+ \frac{p(p-1)}{2} \int_0^t 1_{|Y_s| \neq 0}|Y_s|^{p-2}|Z_s|^2 ds, \quad t \in [0, T].
\]

With help of Lemma 3.1, we can deduce a general comparison result for BSDEs over stochastic intervals, which is critical in proving Theorem 5.1 and our main result, Theorem 2.1:

**Proposition 3.2.** Given \( v, \tau \in \mathcal{T} \) with \( v \leq \tau \), for \( i = 1, 2 \) let \( g^i : [0, T] \times \Omega \times \mathbb{R} \to \mathbb{R} \) be an \( \mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^d) / \mathcal{B}(\mathbb{R}) \) - measurable function and let \( (Y^i, Z^i, V^i) \in \mathbb{S}^0 \times \mathbb{H}^{2,0} \times \mathbb{V}^0 \) such that \( \{Y^i_t\}_{v \in \mathcal{T}_v} \) is uniformly integrable, that \( \mathbb{E}\left[ \left( \int_v^\tau |Z_s|^2 dt \right)^{p/2} \right] < \infty \) for some \( p \in (\alpha, 1) \), and that \( \mathbb{P}\text{-a.s.} \)
\[
Y^i_t = Y^i_0 + \int_v^\tau g^i(s, Y^i_s, Z^i_s)ds + V^i_t - V^i_0 - \int_v^\tau Z^i_s dB_s, \quad \forall t \in [v, \tau]. \tag{3.2}
\]
Assume that \( Y^1_t \leq Y^2_t, \mathbb{P}\text{-a.s.} \) and that \( \mathbb{P}\text{-a.s.} \)
\[
\int_v^s 1_{|Y^1_r| > |Y^2_r|}(dV^1_r - dV^2_r) \leq 0, \quad \forall t, s \in [v, \tau] \) with \( t < s \). \tag{3.3}

For either \( i = 1 \) or \( i = 2 \), if \( g^i \) satisfies (H1), (H2), (H5) and if \( g^1(t, Y^3_{i-}, Z^3_{i-}) \leq g^2(t, Y^3_{i-}, Z^3_{i-}) \), \( dt \otimes d\mathbb{P}\) -a.s. on the stochastic interval \( \mathbb{[v, \tau]} := \{(t, \omega) \in [0, T] \times \Omega : v(\omega) \leq t \leq \tau(\omega)\} \), then it holds \( \mathbb{P}\text{-a.s.} \) that \( Y^1_t \leq Y^2_t \) for any \( t \in [v, \tau] \).

Applying Proposition 3.2 over period \([0, T]\) with \( V^1 = V^2 \equiv 0 \), we obtain the following comparison result for BSDEs whose \( Y \)-solutions are of class (D) and whose \( Z \)-solutions are of \( \mathbb{H}^{2,p} \) for some \( p \in (\alpha, 1) \).

**Proposition 3.3.** For \( i = 1, 2 \), given parameter pair \( (\xi, g^i) \) with \( \xi_1 \leq \xi_2 \), \( \mathbb{P}\text{-a.s.} \), let \( (Y^i, Z^i) \) be a solution of BSDE \( (\xi, g^i) \) such that \( Y^i \) is of class (D) and \( Z^i \in \cup_{p \in (\alpha, 1)} \mathbb{H}^{2,p} \). For either \( i = 1 \) or \( i = 2 \), if \( g^i \) satisfies (H1),(H2),(H5) and if \( g^1(t, Y^3_{i-}, Z^3_{i-}) \leq g^2(t, Y^3_{i-}, Z^3_{i-}) \), \( dt \otimes d\mathbb{P}\) -a.s., then it holds \( \mathbb{P}\text{-a.s.} \) that \( Y^1_t \leq Y^2_t \) for any \( t \in [0, T] \).
4. \textit{g}-evaluations and \textit{g}-expectations

Let \( g \) be a generator. For any \( \tau \in \mathbb{T} \), since the function \( g_{\tau} \) defined in (1.9) is a generator, Proposition 3.1 shows that for any \( \xi \in L^{1}(\mathbb{F}_{\tau}) \), the BSDE \((\xi, g_{\tau})\) admits a unique solution

\[
(Y^{\tau, \xi}, Z^{\tau, \xi}) \in \cap_{p \in (0, 1)}(\mathbb{S}^{p} \times \mathbb{H}^{2-p})
\]

(4.1)
such that \( Y^{\tau, \xi} \) is of class \((D)\). Then we can introduce the notion of “\textit{g}-evaluation/expectation”, which slightly generalizes the one initiated in [43,45]:

\textbf{Definition 4.1.} A family of operators \( \mathcal{E}^{g}_{v, \tau} : L^{0}(\mathbb{F}_{\tau}) \to L^{0}(\mathbb{F}_{v}) \), \( v \in \mathbb{T}, \tau \in T_{v, T} \) is called a “\textit{g}-evaluation” if for any \( v, \tau \in \mathbb{T} \) with \( v \leq \tau \) and any \( \xi \in L^{0}(\mathbb{F}_{\tau}) \),

\[
\mathcal{E}^{g}_{v, \tau}[\xi] := \begin{cases} Y^{v, \xi}_{v, \tau} \in L^{1}(\mathbb{F}_{v}) & \text{if } \xi \in L^{1}(\mathbb{F}_{\tau}); \\ -\infty, & \text{if } \mathbb{E}[\xi^{-}] = \infty; \\ \infty, & \text{if } \mathbb{E}[\xi^{-}] < \infty \text{ and } \mathbb{E}[\xi^{+}] = \infty. \end{cases}
\]

In particular, for any \( v \in \mathbb{T} \) and \( \xi \in L^{0}(\mathbb{F}_{\tau}) \) we refer to \( \mathcal{E}^{g}[\xi | \mathbb{F}_{v}] := \mathcal{E}^{g}_{\nu, \tau}[\xi] \) as “\textit{g}-expectation” of \( \xi \) conditional on the \( \sigma \)-field \( \mathbb{F}_{v} \).

\textbf{Remark 4.1.} If \( g \) is independent of \((y, z)\), i.e., if \( \{g_{t}\}_{t \in [0, T]} \) is an \( \mathbb{F} \)-progressively measurable process with \( \mathbb{E}_{\int_{0}^{T}}|g_{t}|dt < \infty \), then for any \( v \in \mathbb{T}, \tau \in T_{v, T} \)

\[
\mathcal{E}^{g}_{v, \tau}[\xi] = \mathbb{E} \left[ \xi + \int_{v}^{\tau} g_{t}dt \bigg| \mathbb{F}_{v} \right], \, \mathbb{P}\text{-a.s.,} \quad \forall \xi \in L^{0}(\mathbb{F}_{\tau}).
\]

(4.2)

When \( g \equiv 0 \), the \textit{g}-expectation degenerates into the classic linear expectation, i.e. for any \( v \in \mathbb{T} \) and \( \xi \in L^{0}(\mathbb{F}_{\tau}) \), \( \mathcal{E}^{g}[\xi | \mathbb{F}_{v}] = \mathbb{E}[\xi | \mathbb{F}_{v}], \, \mathbb{P}\text{-a.s.} \)

In light of Proposition 3.3 and the uniqueness result in Proposition 3.1, one can deduce that \( \textit{g}-evaluation \) with domain \( L^{1}(\mathbb{F}_{\tau}) \) inherits the following basic properties from the classic linear expectation: Let \( \nu, \tau \in \mathbb{T} \) with \( \nu \leq \tau \)

(1) “Monotonicity”: For any \( \xi, \eta \in L^{0}(\mathbb{F}_{\tau}) \) with \( \xi \leq \eta \), \( \mathbb{P}\text{-a.s.} \) we have \( \mathcal{E}^{g}_{\nu, \tau}[\xi] \leq \mathcal{E}^{g}_{\nu, \tau}[\eta], \, \mathbb{P}\text{-a.s.}; \)

(2) “Time-consistency”: For any \( \gamma \in T_{\nu, \tau} \) and \( \xi \in L^{1}(\mathbb{F}_{\tau}), \, \mathcal{E}^{g}_{\nu, \gamma}[\mathcal{E}^{g}_{\nu, \tau}[\xi]] = \mathcal{E}^{g}_{\gamma, \tau}[\xi], \, \mathbb{P}\text{-a.s.}; \)

(3) “Constant-Preserving”: If it holds \( dt \otimes d\mathbb{P}\text{-a.s.} \) that \( g(t, y, 0) = 0, \forall y \in \mathbb{R} \), then \( \mathcal{E}^{g}_{\nu, \tau}[\xi] = \xi, \, \mathbb{P}\text{-a.s.} \) for any \( \xi \in L^{1}(\mathbb{F}_{\tau}); \)

(4) “Zero–one Law”: For any \( \xi \in L^{1}(\mathbb{F}_{\tau}) \) and \( A \in \mathbb{F}_{\tau} \), we have \( 1_{A} \mathcal{E}^{g}_{\nu, \tau}[1_{A} \xi] = 1_{A} \mathcal{E}^{g}_{\nu, \tau}[\xi], \, \mathbb{P}\text{-a.s.}; \) In addition, if \( g(t, 0, 0) = 0, \, dt \otimes d\mathbb{P}\text{-a.s.} \), then \( \mathcal{E}^{g}_{\nu, \tau}[1_{A} \xi] = 1_{A} \mathcal{E}^{g}_{\nu, \tau}[\xi], \, \mathbb{P}\text{-a.s.}; \)

(5) “Translation Invariant”: If \( g \) is independent of \( y \), then \( \mathcal{E}^{g}_{\nu, \tau}[\xi + \eta] = \mathcal{E}^{g}_{\nu, \tau}[\xi] + \mathbb{E}[\xi + \eta], \, \mathbb{P}\text{-a.s.} \) for any \( \xi \in L^{0}(\mathbb{F}_{\tau}) \) and \( \eta \in L^{1}(\mathbb{F}_{\tau}). \)

We can define the corresponding \( \textit{g}\)-martingales as usual: \( A \mathcal{B}([0, T]) \otimes \mathcal{F}\text{-measurable process} \) \( X \) of class \((D)\) is called an \( \textit{g}\)-submartingale (resp. \( \textit{g}\)-supermartingale or \( \textit{g}\)-martingale) if for any \( 0 \leq t \leq s \leq 0 \)

\[
\mathcal{E}^{g}_{t, \nu}[X_{s}] \geq (\text{resp. } \leq \text{ or } =) \, X_{t}, \quad \mathbb{P}\text{-a.s.}
\]

(4.3)

The \( \textit{g}\)-martingales possess many classic martingale properties such as \textit{Upcrossing inequality}, \textit{Optional sampling theorem}, \textit{Doob–Meyer decomposition} and etc., which relate the \( \textit{g}\)-evaluation closely to risk measures in mathematical finance (see [46,47] for the case of Lipschitz \( \textit{g}\)-evaluation with domain \( L^{2}(\mathbb{F}_{\tau}) \) and see [40,34] for the case of quadratic \( \textit{g}\)-evaluation with
domain $L^\infty(\mathcal{F}_T)$. Due to the page limitation, we will elaborate neither on the martingale properties of our $g$-evaluation with domain $L^1(\mathcal{F}_T)$ nor on the connection of this $g$-evaluation to risk measures in the present paper.

5. Reflected BSDEs with integrable parameters and related optimal stopping problems

With Propositions 3.1 and 3.3, we can employ the **penalization** method to obtain, as an intermediate step towards our goal (Theorem 2.1), the following wellposedness result of a reflected BSDE with integrable parameters, in which the $Y$-component of the unique solution stands for the value of the related optimal stopping problem under $g$-evaluation.

**Theorem 5.1.** Let $g$ be a generator. For any $\xi \in L^1(\mathcal{F}_T)$ and $L \in \mathcal{S}^1_+$ with $L_T \leq \xi$, $\mathbb{P}$-a.s., BSDE $(\xi, g, L)$ admits a unique solution $(Y, Z, K) \in \cap_{p \in (0,1)}(\mathbb{S}^p \times \mathbb{H}^{2,p} \times \mathbb{R}^p)$ such that $Y$ is of class $(D)$.

Define $\mathcal{R}_t := 1_{[t<T]}L_t + 1_{[t=T]}\xi$, $t \in [0, T]$. Let $v \in \mathcal{T}$ and $\tau_v(v) := \inf\{t \in [v, T]: Y_t = \mathcal{R}_t\} \in \mathcal{T}_{v, T}$. It holds for any $\gamma \in \mathcal{T}_{v, T}$ that

$$\mathcal{E}_{v, \gamma}^g[Y_{\gamma}] \leq Y_v = \mathcal{E}_{v, \tau_v(v)\wedge \gamma}^g[Y_{\tau_v(v)\wedge \gamma}], \quad \mathbb{P}\text{-a.s.} \quad (5.1)$$

In particular, we have

$$Y_v = \operatorname{esssup}_{\gamma \in \mathcal{T}_{v, T}} \mathcal{E}_{v, \gamma}^g[\mathcal{R}_\gamma] = \mathcal{E}_{v, \tau_v(v)}^g[\mathcal{R}_{\tau_v(v)}], \quad \mathbb{P}\text{-a.s.} \quad (5.2)$$

**Remark 5.1.** (1) In view of (5.1), the $Y$-component of the unique solution of BSDE$(\xi, g, L)$ is a $g$-supermartingale. For any $v, \tau \in \mathcal{T}$ with $0 \leq v \leq \tau \leq \tau_0(0)$, it is clear that $\tau_v(v) = \tau_0(0)$, $\mathbb{P}$-a.s. Then we have $Y_v = \mathcal{E}_{v, \tau_v(v)\wedge \gamma}^g[Y_{\tau_v(v)\wedge \gamma}] = \mathcal{E}_{v, \gamma}^g[Y_{\gamma}]$, $\mathbb{P}$-a.s., which shows that $Y$ is a $g$-martingale up to time $\tau_0(0)$.

(2) In (5.2), if we regard $\mathcal{R}$ as a reward process that include a running reward $L$ and a terminal reward $\xi$, then the $Y$-component of the unique solution of BSDE$(\xi, g, L)$ is exactly the Snell envelope of $\mathcal{R}$ under the $g$-evaluation. Given a start time $v \in \mathcal{T}$, the first time $\tau_v(v)$ when $Y$ meets $\mathcal{R}$ after $v$ is an optimal stopping time for a player to choose if she is aimed to maximize her expected reward under $g$-expectation.

To derive the existence result in Theorem 5.1, we will use penalization method which can be summarized in the following two monotonicity results:

**Proposition 5.1.** Let $L \in \mathcal{S}^1_+$ and let $g : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}$ be a $\mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^d)/\mathcal{B}(\mathbb{R})$-measurable function satisfying (H1), (H4) and (H5). For any $n \in \mathbb{N}$, consider the function $g_n$ defined in (1.10) and let $(Y^n, Z^n, J^n) \in \left(\cap_{p \in (0,1)}\mathbb{S}^p \right) \times \mathbb{H}^{2,0} \times \mathbb{R}^0$ such that $Y^n$ is of class $(D)$ and that $\mathbb{P}$-a.s.

$$Y^n_t = Y^n_T + \int_t^T g_n(s, Y^n_s, Z^n_s)ds - J^n_T + J^n_t - \int_t^T Z^n_sdB_s, \quad t \in [0, T].$$

If $\{Y^n\}_{n \in \mathbb{N}}$ is an increasing sequence of processes, then its limit $Y_t := \lim_{n \to \infty} Y^n_t$, $t \in [0, T]$ is an $\mathbb{F}$-predictable process of class $(D)$ that satisfies $\mathbb{E}[\sup_{t \in [0,T]}|Y_t|^p] < \infty, \forall \ p \in (0, 1)$.
Proposition 5.2. Let $L \in S^1_+$, let $g : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}$ be a $\mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^d) / \mathcal{B}(\mathbb{R})$-measurable function satisfying (H1)–(H4), and let $\nu, \tau \in T$ with $\nu \leq \tau$. For any $n \in \mathbb{N}$, consider the function $g_n$ defined in (1.10) and let $(Y^n, Z^n) \in \mathbb{S}^0 \times \mathbb{H}^{2,0}$ satisfies that $\mathbb{P}$-a.s.

$$Y^n_t = Y^n_\tau + \int_t^\tau g_n(s, Y^n_s, Z^n_s)ds - \int_t^\tau Z^n_s dB_s, \quad \forall t \in [\nu, \tau]. \quad (5.3)$$

If $\{1_{[t \geq \nu]}Y^n_{t \wedge \tau}\}_{t \in [0, T]} \in \mathbb{N}$ is an increasing sequence of processes whose limit $Y_t := \lim_{n \rightarrow \infty} \uparrow 1_{[t \geq \nu]}Y^n_{t \wedge \tau}, \ t \in [0, T]$ satisfies $\mathbb{P}\{Y_t \geq L_\tau\} = \mathbb{P}\{\sup_{t \in [\nu, \tau]}((Y^i_t)^- + Y^i_t^+) < \infty\} = 1$, then process $\{Y_{\nu \wedge t}\}_{t \in [0, T]}$ has $\mathbb{P}$-a.s. continuous paths and there exist $(Z, K) \in \mathbb{H}^{2,0} \times \mathbb{R}^0$ such that $\mathbb{P}$-a.s.

$$\begin{cases} L_t \leq Y_t = Y_t + \int_t^\tau g(s, Y_s, Z_s)ds + K_t - K_t - \int_t^\tau Z_s dB_s, \quad \forall t \in [\nu, \tau], \\ \int_{\nu}^\tau (Y_t - L_t)dK_t = 0. \end{cases} \quad (5.4)$$

On the other hand, the uniqueness result in Theorem 5.1 follows from the following comparison result for reflected BSDEs whose $Y$-solutions are of class $(D)$ and whose $Z$-solutions are of $\mathbb{H}^{2,p}$ for some $p \in (\alpha, 1)$.

Proposition 5.3. For $i = 1, 2$, given parameter pair $(\xi_i, g^i)$ and $L^i \in S^1_+$ such that $\mathbb{P}\{L^i_T \leq \xi_i\} = \mathbb{P}\{\xi_i \leq \xi_2\} = \mathbb{P}\{L^i_1 \leq L^2_1, \ \forall \ t \in [0, T]\} = 1$, let $(Y^i, Z^i, K^i)$ be a solution of RBSDE $(\xi_i, g^i, L^i)$ such that $Y^i$ is of class $(D)$ and $Z^i \in \bigcup_{p \in (\alpha, 1)} \mathbb{H}^{2,p}$. For either $i = 1$ or $i = 2$, if $g^i$ satisfies (H1), (H2), (H5) and if $g^1(t, Y^{3-i}, Z^{3-i}) \leq g^2(t, Y^{3-i}, Z^{3-i})$, $dt \otimes d\mathbb{P}$-a.s., then it holds $\mathbb{P}$-a.s. that $Y^1_t \leq Y^2_t$ for any $t \in [0, T]$.

Remark 5.2. By Remark 1.3(1), one can apply Theorem 5.1, Propositions 5.2 and 5.3 to $g^-$ (defined in (1.7)) to obtain a version of them for the reflected BSDE with upper obstacle like (1.8).

6. Proofs

6.1. Proofs of the results in Sections 3 and 4

Proof of Proposition 3.1. As condition (H7) of [11] is automatically satisfied, it suffices to verify condition (H5) therein, i.e., Given $r \geq 0$,

the process $\psi^i_t(\omega) := \sup_{|y| \leq r} |g(t, \omega, y, 0) - g(t, \omega, 0, 0)|, (t, \omega) \in [0, T] \times \Omega$

is integrable.

By (H3), it holds $dt \otimes d\mathbb{P}$-a.s. that $\psi^i_t(\omega) = \sup_{y \in [-r, r]} |g(t, \omega, y, 0) - g(t, \omega, 0, 0)|$, which implies that $\psi^i$ is $\mathbb{F}$-progressively measurable. Also, (H4) shows that $dt \otimes d\mathbb{P}$-a.s., $\psi^i_t(\omega) \leq |g(t, \omega, 0, 0)| + \sup_{|y| \leq r} |g(t, \omega, y, 0)| \leq 2h_t(\omega) + kr$. It follows that $\psi^i$ belongs to $L^1([0, T] \times \Omega, \mathcal{B}([0, T])) \otimes \mathcal{F}, dt \otimes \mathbb{P})$. \[ \square \]

Proof of Corollary 3.1. Clearly, $g(t, \omega, y, z) := 0, \ \forall (t, \omega, y, z) \in [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d$ is a generator. In light of Proposition 3.1, BSDE$(\xi, 0)$ admits a unique solution $(Y, Z) \in \cap_{p \in (0, 1)}$
\((S^p \times H^{2,p})\) such that \(Y\) is of class \((D)\). For any \(n \in \mathbb{N}\), we define stopping time \(\tau_n := \inf\{t \in [0, T] : \int_0^t |Z_s|^2 ds > n\} \wedge T \in T\), and see from \(Z \in \cap_{p \in (0,1)} H^{2,p} \subset H^{2,0}\) that \(\{\tau_n\}_{n \in \mathbb{N}}\) is stationary.

Let \(\tau \in [0, T]\) and \(n \in \mathbb{N}\). Since \(Y_{\tau_n \wedge t} = Y_{\tau_n} - \int_{\tau_n \wedge t}^{\tau_n} Z_s dB_s\), \(P\text{-a.s.}\), taking conditional expectation \(E[\cdot | F_t]\) yields that

\[
Y_{\tau_n \wedge t} = E[Y_{\tau_n} | F_t], \quad P\text{-a.s.}
\]

(6.1)

As \(\{\tau_n\}_{n \in \mathbb{N}}\) is stationary, letting \(n \to \infty\) in (6.1), we can deduce from the continuity of \(Y\) and the uniform integrability of \(\{Y_t\}_{t \in T}\) that \(Y_t = E[Y_T | F_t] = E[\xi | F_t]\), \(P\text{-a.s.}\). In particular, \(Y_0 = E[\xi]\).

Then

\[
E[\xi | F_t] = Y_t = Y_0 + \int_0^t Z_s dB_s = E[\xi] + \int_0^t Z_s dB_s, \quad P\text{-a.s.}
\]

This together with the continuity of processes \(\{E[\xi | F_t]\}_{t \in [0, T]}\) and \(\{\int_0^t Z_s dB_s\}_{t \in [0, T]}\) leads to (3.1) while the uniqueness of process \(Z\) is clear. \(\Box\)

**Proof of Proposition 3.2.** Without loss of generality, suppose that \(g^1\) satisfies (H1), (H2), (H5) and that

\[
g^1(t, Y_t^2, Z_t^2) \leq g^2(t, Y_t^2, Z_t^2), \quad dt \otimes dP\text{-a.s. on } [\nu, \tau].
\]

(6.2)

Set \((Y, \mathbb{Z}) := (Y^1 - Y^2, Z^1 - Z^2)\) and \(q := p/\alpha \in (1, 1/\alpha)\).

(1) We first show that \(E[\sup_{t \in [\nu, \tau]} (Y^1_t)^q] < \infty\).

Since \(E[|Y_{\nu}^1|] \leq E[|Y_{\nu}^1|] + E[|Y_{\nu}^2|] < \infty\) by the uniform integrability of \(\{Y_{\tau_n}^i\}_{n \in \mathbb{N}}, i = 1, 2\), Corollary 3.1 implies that there exists a unique \(\tilde{Z} \in \cap_{p' \in (0,1)} H^{2,p'}\) such that \(P\{E[Y_{\nu} | F_{\tau_n}] = E[Y_{\nu}] + \int_0^{\nu} \tilde{Z}_s dB_s, \ \forall t \in [0, T]\} = 1\). This together with (3.2) shows that \(P\text{-a.s.}\)

\[
\tilde{Y}_t := E[Y_{\nu} | F_{\tau_n \wedge t}] + Y_{\nu \wedge (\tau_n \wedge t)} - Y_{\nu} = E[Y_{\nu}] + \int_0^{\nu \wedge (\tau_n \wedge t)} \tilde{Z}_s dB_s
\]

\[
- \int_{\nu}^{\nu \wedge (\tau_n \wedge t)} \Delta g_s ds - V_{\nu \wedge (\tau_n \wedge t)}^1 + V_{\nu \wedge (\tau_n \wedge t)}^2 - V_{\nu}^2 + \int_{\nu}^{\nu \wedge (\tau_n \wedge t)} Z_s dB_s
\]

\[
= E[Y_{\nu}] - \int_0^t 1_{\{v < s \leq \tau\}} \Delta g_s ds - \int_0^t 1_{\{v < s \leq \tau\}} (dV_s^1 - dV_s^2)
\]

\[
+ \int_0^t \left(1_{\{s \leq \nu\}} \tilde{Z}_s + 1_{\{v < s \leq \tau\}} Z_s\right) dB_s, \quad t \in [0, T],
\]

(6.3)

where \(\Delta g_s := g^1(s, Z_s^1) - g^2(s, Y_s^2, Z_s^2)\). So \(\tilde{Y}\) is an \(\mathbb{F}\)-adapted continuous process, i.e. \(\tilde{Y} \in S_0\). Applying Itô–Tanaka’s formula to process \(\tilde{Y}^+\) yields that \(P\text{-a.s.}\)

\[
\tilde{Y}^+_t = (E[Y_{\nu}])^+ - \int_0^t 1_{\{\tilde{Y}_s^+ > 0\}} 1_{\{v < s \leq \tau\}} \Delta g_s ds + \frac{1}{2} \xi_t
\]

\[
- \int_0^t 1_{\{\tilde{Y}_s^+ > 0\}} 1_{\{v < s \leq \tau\}} (dV_s^1 - dV_s^2)
\]

\[
+ \int_0^t 1_{\{\tilde{Y}_s^+ > 0\}} \left(1_{\{s \leq \nu\}} \tilde{Z}_s + 1_{\{v < s \leq \tau\}} Z_s\right) dB_s, \quad t \in [0, T],
\]

(6.4)

where \(\xi\) is an \(\mathbb{F}\)-adapted, continuous increasing process known as the “local time” of \(\tilde{Y}\) at 0.
Let \( n \in \mathbb{N} \). We define a stopping time \( \tau_n := \inf \{ t \in [\nu, \tau] : \int_0^t |Z_s|^2 ds > n \} \land \tau \in T_{\nu, \tau} \), and integrate by parts the process \( \{ e^\lambda (\tau_n \land t) \mathcal{Y}^+_{\tau_n \land t} \}_{t \in [0, T]} \) to obtain that \( \mathbb{P} \)-a.s.

\[
e^{\lambda (\tau_n \land t)} \mathcal{Y}^+_{\tau_n \land t} = e^{\lambda \tau_n} \mathcal{Y}^+_{\tau_n} + \int_{\tau_n \land t}^t 1_{[\mathcal{Y}_s > 0]} 1_{[s > \nu]} e^{\lambda s} \Delta g_s ds + \int_{\tau_n \land t}^t 1_{[\mathcal{Y}_s > 0]} 1_{[s > \nu]} e^{\lambda s}(dV_s^1 - dV_s^2) - \frac{1}{2} \int_{\tau_n \land t}^t 1_{[\mathcal{Y}_s > 0]} e^{\lambda s} d\mathcal{S}_s - \lambda^+ \int_{\tau_n \land t}^t e^{\lambda s} \mathcal{Y}^+_{s} ds - \int_{\tau_n \land t}^t 1_{[\mathcal{Y}_s > 0]} e^{\lambda s} (1_{[s \leq \nu]} \mathcal{Z}_s + 1_{[s > \nu]} \mathcal{Z}_s) d\mathcal{B}_s, \quad t \in [0, T]. \tag{6.5}
\]

Here we used the fact that \( \mathcal{Y}^+_{\nu \land (\tau \land t)} \equiv \mathbb{E}[\mathcal{V}_\nu|\mathcal{F}_t] + \mathcal{Y}^+_{\nu \land (\tau \land t)} - \mathcal{Y}_\nu = \mathcal{Y}^+_{\nu \land (\tau \land t)}, \forall t \in [0, T], \) i.e.

\[
\mathcal{Y}^+_{\nu \land (\tau \land t)} = \mathcal{Y}_\nu, \quad \forall t \in [\nu, \tau]. \tag{6.6}
\]

Since \( g^1 \) satisfies (H2) and (H5), it holds \( ds \otimes d\mathbb{P} \)-a.s. on \([\nu, \tau]\) that

\[
1_{[\mathcal{Y}_s > 0]} (g^1 (s, \omega, Y_s^1(\omega), Z_s^1(\omega)) - g^1 (s, \omega, Y_s^2(\omega), Z_s^1(\omega))) \leq 1_{[\mathcal{Y}_s > 0]} \lambda \mathcal{Y}^+_{s}(\omega) \leq \lambda^+ \mathcal{Y}^+_{s}(\omega), \tag{6.7}
\]

and that

\[
\left| g^1 (s, \omega, Y_s^2(\omega), Z_s^1(\omega)) - g^1 (s, \omega, Y_s^2(\omega), Z_s^2(\omega)) \right| \leq \kappa (h_s(\omega) + |Y_s^2(\omega)| + |Z_s^1(\omega)|)^\alpha + \kappa (h_s(\omega) + |Y_s^2(\omega)| + |Z_s^2(\omega)|)^\alpha .
\]

Plugging them back into (6.5) and taking \( t = \nu \lor t \) there, we see from (3.3) and (6.2) that \( \mathbb{P} \)-a.s.

\[
e^{\lambda (\nu \lor (\tau_n \land t))} \mathcal{Y}^+_{\nu \lor (\tau_n \land t)} \leq e^{\lambda \tau_n} \mathcal{Y}^+_{\tau_n} + 2 \kappa e^{\lambda \nu} T \eta - \int_{\nu \lor (\tau_n \land t)}^{\tau_n} 1_{[\mathcal{Y}_s > 0]} e^{\lambda s} \mathcal{Z}_s d\mathcal{B}_s, \quad t \in [0, T], \tag{6.8}
\]

where \( \eta := \int_\nu^\tau (h_t + |Y_t^2| + |Z_t^1| + |Z_t^2|)^\alpha dt \).

Let \( t \in [0, T] \). Taking conditional expectation \( \mathbb{E}[\cdot |\mathcal{Y}_{\nu \lor (\tau_n \land t)}] \) in (6.8) yields that \( e^{\lambda (\nu \lor (\tau_n \land t))} \mathcal{Y}^+_{\nu \lor (\tau_n \land t)} \leq \mathbb{E} \left[ e^{\lambda \tau_n} \mathcal{Y}^+_{\tau_n} + 2 \kappa e^{\lambda \nu} T \eta |\mathcal{Y}_{\nu \lor (\tau_n \land t)} \right], \mathbb{P} \)-a.s., and it follows that

\[
1_{[\nu \leq t \leq \tau_n]} e^{\lambda t} \mathcal{Y}^+_{\tau_n} \leq 1_{[\nu \leq t \leq \tau_n]} \mathbb{E} \left[ e^{\lambda \tau_n} \mathcal{Y}^+_{\tau_n} + 2 \kappa e^{\lambda \nu} T \eta |\mathcal{F}_t \right], \mathbb{P} \text{-a.s.} \tag{6.9}
\]

By (1.5) and Hölder’s inequality,

\[
\eta \leq \int_\nu^\tau (h_t + |Y_t|^2)^\alpha dt + \sum_{i=1}^2 \int_\nu^\tau |Z_i|^\alpha dt \leq T^{1-\alpha} \left( \int_\nu^\tau (h_t + |Y_t^2|) dt \right)^\alpha + T^{1-\alpha/2} \sum_{i=1}^2 \left( \int_\nu^\tau |Z_i|^2 dt \right)^{\alpha/2}, \quad \mathbb{P} \text{-a.s.}
\]
Fubini’s Theorem and the uniform integrability of $\{Y^2_\gamma\}_{\gamma \in \mathcal{T}_{v, t}}$ imply that

$$
\mathbb{E} \int_v^\tau |Y^2_t| \, dt = \mathbb{E} \int_v^\tau |Y^2_{v \vee (\tau \wedge t)}| \, dt \leq \mathbb{E} \int_0^T |Y^2_{v \vee (\tau \wedge t)}| \, dt = \int_0^T \mathbb{E} \left[ |Y^2_{v \vee (\tau \wedge t)}| \right] \, dt
$$

$$
\leq T \sup_{\gamma \in \mathcal{T}_{v, t}} \mathbb{E} \left[ |Y^2_\gamma| \right] < \infty.
$$

As $q = p/\alpha$, applying (1.5) and Hölder’s inequality again yields that

$$
\mathbb{E} [\eta^q] \leq 3^{q-1} T^{(1-\alpha)q} \left\{ \mathbb{E} \int_v^\tau \left( h_t + |Y^2_t| \right) \, dt \right\}^p
$$

$$
+ 3^{q-1} T^{(1-\alpha)/2} \sum_{i=1}^2 \mathbb{E} \left[ \left( \int_v^\tau |Z^i_t|^2 \, dt \right)^{p/2} \right] < \infty. \quad (6.10)
$$

We see from $\mathbb{E} \left[ \left( \int_v^\tau |Z^i_t|^2 \, dt \right)^{p/2} \right] < \infty$, $i = 1, 2$ that for $\mathbb{P}$-a.s. $\omega \in \Omega$, $\tau(\omega) = \tau_{N\omega}(\omega)$ for some $N \omega \in \mathbb{N}$. For any $t \in [0, T]$, since the uniform integrability of $\{Y^i_\gamma\}_{\gamma \in \mathcal{T}_{v, t}}, i = 1, 2$ implies that of $\{e^{\lambda^+ \gamma} Y^i_\gamma\}_{\gamma \in \mathcal{T}_{v, t}}$, letting $n \to \infty$ in (6.9) yields that $\mathbb{P}$-a.s.

$$
1_{\{v \leq t \leq \tau\}} Y^i_t \leq 1_{\{v \leq t \leq \tau\}} e^{\lambda^+ t} Y^i_t \leq 1_{\{v \leq t \leq \tau\}} 2 \kappa \varepsilon e^{\lambda^+ T} \mathbb{E} \left[ e^{\lambda^+ \tau} (Y^1_t - Y^2_t) + \eta |\mathcal{F}_t \right]
$$

$$
= 1_{\{v \leq t \leq \tau\}} 2 \kappa \varepsilon e^{\lambda^+ T} \mathbb{E} [\eta |\mathcal{F}_t].
$$

Using the continuity of $\gamma^+$ and that of process $\{\mathbb{E} [\eta |\mathcal{F}_t]\}_{t \in [0, T]}$, one gets $\mathbb{P} \{ Y^i_t \leq 2 \kappa \varepsilon e^{\lambda^+ T} \mathbb{E} [\eta |\mathcal{F}_t] \}$, $\forall t \in [v, \tau] = 1$. Then Doob’s martingale inequality and (6.10) lead to that

$$
\mathbb{E} \left[ \sup_{t \in [v, \tau]} (Y^+_t)^q \right] \leq (2 \kappa)^q \varepsilon^{q \lambda^+ T} \mathbb{E} \left[ \sup_{t \in [0, T]} (\mathbb{E} [\eta |\mathcal{F}_t])^q \right]
$$

$$
\leq \left( \frac{q}{q - 1} \right)^q (2 \kappa)^q \varepsilon^{q \lambda^+ T} \mathbb{E} [\eta^q] < \infty. \quad (6.11)
$$

(2) Next, we show that $\mathbb{E} [\sup_{t \in [v, \tau]} (Y^+_t)^q] = 0$ indeed; then the conclusion easily follows. According to (6.4), applying Lemma 3.1 yields that $\mathbb{P}$-a.s.

$$
(\tilde{Y}^+_t)^q = \left( (\mathbb{E} [\eta |\mathcal{F}_t])^q \right)^q - \frac{q}{2} \int_0^t 1_{(\tilde{Y}^+_s) > 0} 1_{(v \leq s \leq \tau)} (\tilde{Y}^+_s)^{q-1} \Delta g_s \, ds + \frac{q}{2} \int_0^t (\tilde{Y}^+_s)^{q-1} \, d\mathcal{L}_s
$$

$$
- q \int_0^t 1_{(\tilde{Y}^+_s) > 0} 1_{(v \leq s \leq \tau)} (\tilde{Y}^+_s)^{q-1} (dV^1_s - dV^2_s) + q \int_0^t 1_{(\tilde{Y}^+_s) > 0} (\tilde{Y}^+_s)^{q-1} \times (1_{(s \leq u \leq \tau)} \tilde{Z}_s + 1_{(v \leq s \leq \tau)} Z_s) \, dB_s + \frac{q(q - 1)}{2} \int_0^t 1_{(\tilde{Y}^+_s) > 0} (\tilde{Y}^+_s)^{q-2} \times (1_{(s \leq u \leq \tau)} |\tilde{Z}_s|^2 + 1_{(v \leq s \leq \tau)} |Z_s|^2) \, ds, \quad t \in [0, T].
$$

Set $a := \lambda^+ + \frac{\kappa^2}{1 \wedge (q-1)}$ and let $n \in \mathbb{N}$. We define a stopping time $\gamma_n := \inf \left\{ t \in [v, \tau] : \sup_{s \in [v, t]} (Y^+_s)^q + \int_v^t |Z_s|^2 \, ds > n \right\} \wedge \tau \in \mathcal{T}_{v, t}$, and integrate by parts the process $\{e^{aq(\gamma_n \wedge t)}$
\[ (\tilde{Y}_{\gamma_n}^{+})^q \}_{t \in [0, T]} \] to obtain that \( \mathbb{P} \)-a.s.

\[
e^{aq(\gamma_n \wedge t)} \left( \tilde{Y}_{\gamma_n}^{+} \right)^q + \frac{q(q - 1)}{2} \int_{\gamma_n \wedge t}^{\gamma_n} 1_{[\tilde{Y}_s^+ > 0]} e^{aqs} \left( \tilde{Y}_s^+ \right)^q - 2 \cdot \left( 1_{[s \leq v]} |\tilde{Z}_s|^2 + 1_{[s > v]} |Z_s|^2 \right) ds
\]

\[ = e^{aq\gamma_n} \left( \tilde{Y}_{\gamma_n}^{+} \right)^q + q \int_{\gamma_n}^{\gamma_n} 1_{[\tilde{Y}_s^+ > 0 \cap [s > v]} e^{aqs} \left( \tilde{Y}_s^+ \right)^q + \Delta g_s ds - aq \int_{\gamma_n}^{\gamma_n} e^{aqs} \left( \tilde{Y}_s^+ \right)^q ds
\]

\[ = e^{aq\gamma_n} \left( \tilde{Y}_{\gamma_n}^{+} \right)^q + q \int_{\gamma_n}^{\gamma_n} 1_{[\tilde{Y}_s^+ > 0 \cap [s > v]} e^{aqs} \left( \tilde{Y}_s^+ \right)^q - \Delta g_s ds - 2 \cdot aq \int_{\gamma_n}^{\gamma_n} e^{aqs} \left( \tilde{Y}_s^+ \right)^q ds
\]

Then (6.6), (6.2), (6.7) and (3.3) imply that \( \mathbb{P} \)-a.s.

\[
e^{aq t} \left( Y_t^+ \right)^q + \frac{q(q - 1)}{2} \int_t^{\gamma_n} 1_{[Y_s^+ > 0]} e^{aqs} \left( Y_s^+ \right)^q - 2 |Z_s|^2 ds
\]

\[ = e^{aq\gamma_n} \left( \tilde{Y}_{\gamma_n}^{+} \right)^q + q \int_t^{\gamma_n} 1_{[\tilde{Y}_s^+ > 0]} e^{aqs} \left( \tilde{Y}_s^+ \right)^q - \Delta g_s ds - 2 \cdot aq \int_t^{\gamma_n} e^{aqs} \left( \tilde{Y}_s^+ \right)^q ds
\]

\[ \leq e^{aq\gamma_n} \left( \tilde{Y}_{\gamma_n}^{+} \right)^q + q \int_t^{\gamma_n} 1_{[\tilde{Y}_s^+ > 0]} e^{aqs} \left( \tilde{Y}_s^+ \right)^q - \Delta g_s ds - 2 \cdot aq \int_t^{\gamma_n} e^{aqs} \left( \tilde{Y}_s^+ \right)^q ds
\]

\[ \leq e^{aq\gamma_n} \left( \tilde{Y}_{\gamma_n}^{+} \right)^q + q \int_t^{\gamma_n} 1_{[\tilde{Y}_s^+ > 0]} e^{aqs} \left( \tilde{Y}_s^+ \right)^q - \Delta g_s ds - 2 \cdot aq \int_t^{\gamma_n} e^{aqs} \left( \tilde{Y}_s^+ \right)^q ds
\]

Since \( 1_{[\gamma_n \leq 0]} e^{aq\gamma_n} \left( \tilde{Y}_{\gamma_n}^{+} \right)^q \leq \frac{q - 1}{4} \mathbb{E} \left[ 1_{[\gamma_n > 0]} \left( Y_t^+ \right)^q - 1 \cdot \mathbb{E} \left[ e^{aqs} \left( Y_s^+ \right)^q \right] \right] \), \( \forall t \in [v, T] \), we can deduce from (H1) that \( \mathbb{P} \)-a.s.

\[ e^{aq t} \left( Y_t^+ \right)^q + \frac{q(q - 1)}{4} \int_t^{\gamma_n} 1_{[Y_s^+ > 0]} e^{aqs} \left( Y_s^+ \right)^q - 2 |Z_s|^2 ds \]

\[ \leq e^{aq\gamma_n} \left( \tilde{Y}_{\gamma_n}^{+} \right)^q - q \int_t^{\gamma_n} 1_{[\tilde{Y}_s^+ > 0]} e^{aqs} \left( \tilde{Y}_s^+ \right)^q - \Delta g_s ds \]

Taking expectation for \( t = v \) shows that

\[ \frac{q(q - 1)}{4} \mathbb{E} \int_v^{\gamma_n} 1_{[Y_s^+ > 0]} e^{aqs} \left( Y_s^+ \right)^q - 2 |Z_s|^2 ds \leq \mathbb{E} \left[ e^{aqs} \left( Y_s^+ \right)^q \right]. \] (6.12)
On the other hand, the Burkholder–Davis–Gundy inequality implies that
\[
E\left[ \sup_{t \in [0,T]} (e^{at} \gamma_t^+) \right]^{q} \\
\leq E\left[ e^{aq \gamma_n} (\gamma_{\tau, n}^+) \right] + \sup_{t \in [0,T]} \frac{1}{q} E\left[ \int_{0}^{T} 1_{\{v \leq s \leq \gamma_n\}} 1_{\{\gamma_s > 0\}} e^{aq s} (\gamma_{s}^+) \right]^{q-1} Z_{s} dB \] \\
\leq E\left[ e^{aq \gamma_n} (\gamma_{\tau, n}^+) \right] + C_q E\left[ \left( \sup_{t \in [0,T]} (e^{at} \gamma_t^+) \right)^{q/2} \right] \\
\cdot \left( \int_{0}^{\gamma_n} 1_{\{\gamma_s > 0\}} e^{aq s} (\gamma_{s}^+) \right) \left( Z_{s}^2 \right)^{1/2} \\
\leq E\left[ e^{aq \gamma_n} (\gamma_{\tau, n}^+) \right] + \frac{1}{2} E\left[ \sup_{t \in [0,T]} (e^{at} \gamma_t^+) \right] \\
+ C_q E\left[ \int_{0}^{\gamma_n} 1_{\{\gamma_s > 0\}} e^{aq s} (\gamma_{s}^+) \right]^{q-2} Z_{s} dB \].
\]
As \( E[\sup_{t \in [0,\tau]} (e^{a T} \gamma_t^+) \] \( \leq e^{aq T} E[\sup_{t \in [0,\tau]} (\gamma_t^+) \] \( \) \( < \infty \) by (6.11), it follows from (6.12) that
\[
E\left[ \sup_{t \in [0,\tau]} (\gamma_t^+) \right] \leq E\left[ \sup_{t \in [0,\tau]} (e^{a T} \gamma_t^+) \right] \leq 2 E\left[ e^{aq \gamma_n} (\gamma_{\tau, n}^+) \right] \\
+ C_q E\left[ \int_{0}^{\gamma_n} 1_{\{\gamma_s > 0\}} e^{aq s} (\gamma_{s}^+) \right]^{q-2} Z_{s} dB \leq C_q E\left[ e^{aq \gamma_n} (\gamma_{\tau, n}^+) \right].
\]
Because of (6.11) and \( E\left[ (f_{v}^T | Z_v^2) \right] \] \( < \infty \) for every \( i = 1, 2 \), it holds for P-a.s. \( \omega \in \Omega \) that \( \tau(\omega) = Y_{n,i}^n(\omega) \) for some \( Y_{n,i}^n \in \mathbb{N} \). Letting \( n \to \infty \) in the above inequality, we can deduce from the monotone convergence theorem, (6.11) and dominated convergence theorem that
\[
E\left[ \sup_{t \in [0,\tau]} (\gamma_t^+) \right] = \lim_{n \to \infty} E\left[ \sup_{t \in [0,\tau]} (\gamma_t^+) \right] \leq C_q \lim_{n \to \infty} E\left[ e^{aq \gamma_n} (\gamma_{\tau, n}^+) \right] \\
= C_q E\left[ e^{aq \tau} (Y_1^+ - Y_2^+) \right] = 0. \]
6.2. Proofs of the results in Section 5

**Proof of Proposition 5.1.**  (1) We first show that $\mathbb{E} \left[ (Y_*)^p \right] < \infty$, $\forall \ p \in (0, 1)$.

As the limit of $F$-adapted continuous processes $Y^n$’s (thus $F$-predictable), $Y$ is also an $F$-predictable process. For any $(t, \omega) \in [0, T] \times \Omega$, $Y_t(\omega) = \lim_{n \to \infty} Y^n_t(\omega)$ implies $Y^+_t(\omega) = \lim_{n \to \infty} Y^n_+(\omega)$. Then one can deduce that

$$Y^+_t(\omega) = \sup_{t \in [0, T]} Y^+_t(\omega) = \sup_{t \in [0, T]} \sup_{n \in \mathbb{N}} Y^n_+(\omega) = \sup_{n \in \mathbb{N}} \sup_{t \in [0, T]} Y^n_+(\omega) = \lim_{n \to \infty} Y^n_+(\omega), \quad \forall \omega \in \Omega.$$  (6.13)

For any $n \in \mathbb{N}$, the continuity of process $Y^n$ shows that $\mathbb{P}$-a.s., $Y^+_n = \sup_{t \in [0, T]} Y^n_+ = \sup_{t \in [0, T] \cap Q} Y^n_+ \in F_T$, which implies that $Y^+_n$ is $F_T$-measurable. Then we see from (6.13) that $Y^+_n$ is also $F_T$-measurable.

Let $p \in (\alpha, 1)$ and set $\eta := \xi + \int_0^T h_t ds + L^+_n \in L^1(F_T)$. Given $n \in \mathbb{N}$, we claim that $\mathbb{P}$-a.s.

$$(Y^n_t)^+ \leq C_{\alpha} \mathbb{E} \left[ 1 + \eta + (Y^+_n)^{\alpha} \right] |\mathcal{F}_t], \quad t \in [0, T],$$  (6.14)

(which will be shown in the last part of this proof). Since $M^n_t := \mathbb{E} \left[ 1 + \eta + (Y^+_n)^{\alpha} \right] |\mathcal{F}_t], \quad t \in [0, T]$ is a uniformly integrable martingale, applying Lemma 6.1 of [11], we can deduce from (6.14), (1.5), (1.6), Hölder’s inequality and Young’s inequality that

$$\mathbb{E} \left[ (Y^+_n)^p \right] \leq \left( \sup_{t \in [0, T]} (M^n_t)^p \right) \leq \frac{C_{\alpha}^p}{1 - p} \left( \mathbb{E} \left[ M^n_t \right] \right)^p$$  

$$\leq \frac{C_{\alpha}^p}{1 - p} \left\{ 1 + \left( \mathbb{E}[\eta] \right)^p + \left( \mathbb{E} \left[ (Y^+_n)^{\alpha} \right] \right)^p \right\}$$  

$$\leq \frac{C_{\alpha}^p}{1 - p} \left\{ 2 + \mathbb{E}[\eta] + \left( \mathbb{E} \left[ (Y^+_n)^{\alpha} \right] \right)^p \right\}$$  

$$\leq C_{\alpha, p} \left[ 1 + \mathbb{E}[\eta] \right] + \frac{1}{2} \mathbb{E} \left[ (Y^+_n)^p \right].$$

As $\mathbb{E} \left[ (Y^+_n)^p \right] \leq \mathbb{E} \left[ (Y_n)^p \right] < \infty$, we see that $\mathbb{E} \left[ (Y^+_n)^p \right] \leq C_{\alpha, p} \left[ 1 + \mathbb{E}[\eta] \right]$. When $n \to \infty$, (6.13) and the monotone convergence theorem yield that $\mathbb{E} \left[ (Y^+_n)^p \right] \leq C_{\alpha, p} \left[ 1 + \mathbb{E}[\eta] \right].$ Since $|Y_t| = Y_t^- + Y_t^+ \leq (Y_t^1)_- + Y_t^+ \leq |Y_t^1| + Y_t^+$, $\forall \ t \in [0, T],$$ (6.15)$ implies that $\mathbb{E} \left[ (Y_n)^p \right] \leq \mathbb{E} \left[ (Y_t^1)^p \right] + \mathbb{E} \left[ (Y^+_n)^p \right] < \infty.$

Moreover, for any $\tilde{p} \in (0, \alpha), (1.6)$ shows that $\mathbb{E} \left[ (Y_n)^{\tilde{p}} \right] \leq 1 + \mathbb{E} \left[ (Y_n)^{\frac{\alpha + 1}{\tilde{p}}} \right] < \infty$. Hence, $\mathbb{E} \left[ (Y_n)^{\tilde{p}} \right] < \infty$, $\forall \ p \in (0, 1)$.

(2) Next, let us show that $Y$ is of class $(D)$. Since $\mathbb{E} \left[ (Y_*)^{\alpha} \right] < \infty$, letting $n \to \infty$ in (6.14), one can deduce from (6.13) and the monotone convergence theorem that for any $t \in [0, T], Y^+_t \leq C_{\alpha} \mathbb{E} \left[ 1 + \eta + (Y^+_n)^{\alpha} \right] |\mathcal{F}_t], \mathbb{P}$-a.s. Using the continuity of process $Y^+$ and process $\mathbb{E} \left[ 1 + \eta + (Y^+_n)^{\alpha} \right] |\mathcal{F}_t], \mathbb{P}$-a.s., we see from (6.15) that $\mathbb{P}$-a.s.

$$|Y_t| \leq |Y^+_t| + Y^+_t \leq |Y^+_t| + C_{\alpha} \mathbb{E} \left[ 1 + \eta + (Y^+_n)^{\alpha} \right] |\mathcal{F}_t], \quad t \in [0, T].$$

This implies that $Y$ is of class $(D)$ as $Y^+_1$ is of class $(D)$. 
(3) It remains to demonstrate claim (6.14).

For any \( t \in [0, T] \), the continuity of process \( L \) shows that \( \mathbb{P}\text{-a.s.}, \Gamma_t := \sup_{s \in [0, t]} L_s^+ = \sup_{s \in [0, t] \cap \mathbb{Q}} L_s^+ \in \mathcal{F}_t \), which implies that \( \Gamma \) is an \( \mathbb{F} \)-adapted, continuous increasing process with \( \mathbb{E}[\Gamma_T] < \infty \).

Let \( n \in \mathbb{N} \). Since \( \int_0^T 1_{\{Y^n_t > \Gamma_t\}} (Y^n_t - L_t)^- \, dt = 0 \), applying Itô–Tanaka’s formula to process \((Y^n - \Gamma)^+\) yields that

\[
(Y^n_t - \Gamma_t)^+ = (Y^n_T - \Gamma_T)^+ + \int_t^T 1_{\{Y^n_s > \Gamma_s\}} (g(s, Y^n_s, Z^n_s)ds - dJ^n_s - Z^n_s dB_s) + \int_t^T 1_{\{Y^n_s > \Gamma_s\}} d\Gamma_s - \frac{1}{2} (\mathcal{L}^n_T - \mathcal{L}^n_t), \quad t \in [0, T],
\]

where \( \mathcal{L}^n \) is the “local time” of \( Y^n - \Gamma \) at 0.

Set \( a := 2(\kappa + \kappa^2) \). Given \( j \in \mathbb{N} \), we define a stopping time \( \gamma_j = \gamma_j^n := \inf\{t \in [0, T] : \int_0^t |Z^n_s|^2 ds > j\} \wedge T \in \mathcal{T} \), and integrate by parts the process \( \{e^{a(\gamma_j \wedge t)}(Y^n_{\gamma_j \wedge t} - \Gamma_{\gamma_j \wedge t})^+\}_{t \in [0, T]} \) to obtain that \( \mathbb{P}\text{-a.s.} \)

\[
e^{a(\gamma_j \wedge t)} (Y^n_{\gamma_j \wedge t} - \Gamma_{\gamma_j \wedge t})^+ + a \int_{\gamma_j \wedge t}^{\gamma_j} e^{as} (Y^n_s - \Gamma_s)^+ ds
\]
\[
= e^{a\gamma_j} (Y^n_{\gamma_j} - \Gamma_{\gamma_j})^+ + \int_{\gamma_j \wedge t}^{\gamma_j} 1_{\{Y^n_s > \Gamma_s\}} e^{as} (g(s, Y^n_s, Z^n_s)ds - dJ^n_s - Z^n_s dB_s) + \int_{\gamma_j \wedge t}^{\gamma_j} 1_{\{Y^n_s > \Gamma_s\}} e^{as} d\Gamma_s - \frac{1}{2} \int_{\gamma_j \wedge t}^{\gamma_j} e^{as} d\mathcal{L}^n_s, \quad t \in [0, T]. \tag{6.16}
\]

Since (H4), (H5), (1.5) and (1.6) imply that

\[
|g(t, Y^n_t, Z^n_t)| \leq |g(t, Y^n_n, 0)| + |g(t, Y^n_n, Z^n_n)| - g(t, Y^n_n, 0)| \leq h_t + \kappa |Y^n_t|
\]
\[
+ \kappa (h_t + |Y^n_n|) = h_t + \kappa |Y^n_t| \leq h_t + \kappa |Y^n_t| + \kappa |Z^n_t|^\alpha \leq h_t + \kappa |Y^n_t| + \kappa (1 + h_t + |Y^n_n|) + \kappa |Z^n_t|^\alpha \leq h_t + \kappa |Y^n_t| + 2\kappa |Y^n_t| + 2\kappa \Gamma_t + \kappa |Z^n_t|^\alpha, \quad dt \otimes dp\text{-a.s.}, \tag{6.17}
\]

taking conditional expectation \( \mathbb{E}[\cdot | \mathcal{F}_t] \) in (6.16), we can deduce from Hölder’s inequality that for any \( t \in [0, T] \)

\[
e^{a(\gamma_j \wedge t)} (Y^n_{\gamma_j \wedge t} - \Gamma_{\gamma_j \wedge t})^+
\]
\[
\leq \kappa T e^{aT} + \mathbb{E} e^{a\gamma_j} (Y^n_{\gamma_j} - \Gamma_{\gamma_j})^+ + (1 + \kappa) e^{aT} \int_0^T h_s ds + (1 + 2\kappa T) e^{aT} \Gamma_T
\]
\[
+ \kappa T^{1-\alpha/2} e^{(1-\alpha)aT} (\int_{\gamma_j \wedge t}^{\gamma_j} 1_{\{Y^n_s > \Gamma_s\}} e^{2as} |Z^n_s|^2 ds)^{\alpha/2} \left| \mathcal{F}_t \right|, \quad \mathbb{P}\text{-a.s.}, \tag{6.18}
\]

where we used the fact that \( 1_{\{Y^n_s > \Gamma_s\}} |Y^n_s - \Gamma_s| = (Y^n_s - \Gamma_s)^+ \).
Applying Itô’s formula to process \( e^{2a(Y_t^+)} \left( \left( Y^n_t - \Gamma^n_t \right)^+ \right) \) in (6.16) yields that

\[
e^{2a(Y_t^+)} \left( \left( Y^n_t - \Gamma^n_t \right)^+ \right) + 2a \int_{Y_t^+} e^{2aT} \left( \left( Y^n_t - \Gamma^n_t \right)^+ \right) ds
\]

\[
+ \int_{Y_t^+} 1_{\{Y^n_t > \Gamma^n_t\}} e^{2aT} \left| Z^n_s \right|^2 ds
\]

\[
e^{2a(Y_t^+)} \left( \left( Y^n_t - \Gamma^n_t \right)^+ \right) + 2 \int_{Y_t^+} 1_{\{Y^n_t > \Gamma^n_t\}} e^{2aT} \left( Y^n_t - \Gamma^n_t \right) +
\]

\[
\times \left( \left( Y^n_t - \Gamma^n_t \right) \right) \left( \left( Y^n_t - \Gamma^n_t \right) \right) d\Gamma^n_t
\]

\[
+ 2 \int_{Y_t^+} 1_{\{Y^n_t > \Gamma^n_t\}} e^{2aT} \left( Y^n_t - \Gamma^n_t \right) d\Gamma^n_t - \int_{Y_t^+} e^{2aT} \left( Y^n_t - \Gamma^n_t \right) + d\Gamma^n_t,
\]

\[ t \in [0, T]. \] (6.19)

Since (H1) and (H4) imply that \( dt \otimes d\mathbb{P} \)-a.s.

\[
|g(t, Y^n_t, Z^n_s)| \leq |g(t, Y^n_t, 0)| + |g(t, Y^n_t, Z^n_s) - g(t, Y^n_t, 0)| \leq h_t + \kappa |Y^n_t| + \kappa |Z^n_s|
\]

\[
\leq h_t + \kappa |Y^n_t - \Gamma^n_t| + \kappa \Gamma^n_t + \kappa |Z^n_s|,
\]

it holds \( dt \otimes d\mathbb{P} \)-a.s. that

\[
1_{\{Y^n_t > \Gamma^n_t\}} \left( Y^n_t - \Gamma^n_t \right)^+ g(t, Y^n_t, Z^n_s) \leq (Y^n_t - \Gamma^n_t)^+ h_t + (\kappa + 2\kappa^2) \left( (Y^n_t - \Gamma^n_t)^+ \right)^2
\]

\[
+ \frac{1}{4} 1_{\{Y^n_t > \Gamma^n_t\}} \Gamma^n_T + \frac{1}{4} 1_{\{Y^n_t > \Gamma^n_t\}} |Z^n_s|^2.
\]

It then follows from (6.19) that

\[
e^{2a(Y_t^+)} \left( \left( Y^n_t - \Gamma^n_t \right)^+ \right) + \frac{1}{2} \int_{Y_t^+} 1_{\{Y^n_t > \Gamma^n_t\}} e^{2aT} \left| Z^n_s \right|^2 ds
\]

\[
\leq e^{2aT} \left( Y^n_{\gamma_{t}} \right)^+ + 2e^{2aT} \psi^n \int_{t}^{T} h_s ds + \frac{1}{2} T e^{2aT} \Gamma^n_T^2 + 2e^{2aT} \psi^n \Gamma^n_T
\]

\[
- 2 \int_{Y_t^+} 1_{\{Y^n_t > \Gamma^n_t\}} e^{2aT} \left( Y^n_s - \Gamma^n_s \right) + Z^n_s dB_s
\]

\[
\leq e^{2aT} \left( Y^n_{\gamma_{t}} \right)^+ + (\psi^n)^2 + C_0 \left( \int_{0}^{T} h_s ds \right)^2 + C_0 \Gamma^n_T^2 + \left| 2 \int_{Y_t^+} 1_{\{Y^n_t > \Gamma^n_t\}} e^{2aT} \left( Y^n_s - \Gamma^n_s \right) + Z^n_s dB_s \right|, \quad t \in [0, T].
\]

Taking powers of order \( \alpha/2 \) on both sides, we see from (1.5) that

\[
2^{\alpha/2 - 1} e^{a(Y_t^+)} \left( \left( Y^n_t - \Gamma^n_t \right)^+ \right)^\alpha + \frac{1}{2} \left( \int_{Y_t^+} 1_{\{Y^n_t > \Gamma^n_t\}} e^{2aT} |Z^n_s|^2 ds \right)^\alpha/2
\]

\[
\leq e^{aT} \left( Y^n_{\gamma_{t}} \right)^\alpha + (\psi^n)^\alpha.
\]
\[ + C_\alpha \left( \int_0^T h_s \, ds \right)^\alpha + C_\alpha \Gamma^{\alpha}_T + \left| 2 \int_0^T \mathbb{1}_{\{s \leq \gamma_j\}} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} (Y^n_s - \Gamma_s^{\alpha})^+ Z^n_s \, dB_s \right|^{\alpha/2}, \]
\[ t \in [0, T]. \]  
Let \( t \in [0, T] \). For any \( A \in \mathcal{F}_t \), since
\[ 1_A \left| \int_0^T \mathbb{1}_{\{s \leq \gamma_j\}} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} (Y^n_s - \Gamma_s^{\alpha})^+ Z^n_s \, dB_s \right|^{\alpha/2} \]
\[ = \left| \int_0^T 1_A \mathbb{1}_{\{t \leq s \leq \gamma_j\}} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} (Y^n_s - \Gamma_s^{\alpha})^+ Z^n_s \, dB_s \right|^{\alpha/2}, \]
multiplying \( 1_A \) to (6.20) and taking expectation, we can deduce from the Burkholder–Davis–Gundy inequality and (1.6)
\[ \frac{1}{2} \mathbb{E} \left[ 1_A \left( \int_{\gamma_j \wedge t}^{\gamma_j} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} |Z^n_s|^2 \, ds \right)^{\alpha/2} \right] \]
\[ \leq C_\alpha \mathbb{E} \left[ 1_A \left( (Y^n_{\gamma_j})^+ + 1_A (\psi^n_t)^\alpha + 1_A \left( \int_0^T h_s \, ds \right)^\alpha + 1_A \Gamma^{\alpha}_T \right. \right. \]
\[ + \left. \left. \left( \int_0^T 1_A \mathbb{1}_{\{t \leq s \leq \gamma_j\}} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} (Y^n_s - \Gamma_s^{\alpha})^+ |Z^n_s|^2 \, ds \right)^{\alpha/4} \right] \]
\[ \leq C_\alpha \mathbb{E} \left[ 1_A + 1_A (Y^n_{\gamma_j})^+ + 1_A (\psi^n_t)^\alpha + 1_A \left( \int_0^T h_s \, ds \right)^\alpha + 1_A \Gamma_T + 1_A (\psi^n_t)^{\alpha/2} \right. \]
\[ \cdot \left. \left( \int_0^T 1_A \mathbb{1}_{\{s \leq \gamma_j\}} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} |Z^n_s|^2 \, ds \right)^{\alpha/4} \right] \]
\[ \leq C_\alpha \mathbb{E} \left[ 1_A + 1_A (Y^n_{\gamma_j})^+ + 1_A (\psi^n_t)^\alpha + 1_A \left( \int_0^T h_s \, ds + 1_A \Gamma_T \right) \right. \]
\[ + \left. \frac{1}{4} \mathbb{E} \left[ 1_A \left( \int_{\gamma_j \wedge t}^{\gamma_j} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} |Z^n_s|^2 \, ds \right)^{\alpha/2} \right] \right]. \]
Since \( \mathbb{E} \left[ \left( \int_{\gamma_j \wedge t}^{\gamma_j} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} |Z^n_s|^2 \, ds \right)^{\alpha/2} \right] \leq e^{\alpha \alpha T} j^{\alpha/2} \) and since
\[ \mathbb{E} \left[ (\psi^n_t)^\alpha \right] = \mathbb{E} \left[ \sup_{t \in [0, T]} ((Y^n_t - \Gamma_t)^+)^\alpha \right] \leq \mathbb{E} \left[ \sup_{t \in [0, T]} ((Y^n_t)^+)^\alpha \right] \leq \|Y^n\|_{\mathcal{F}^\alpha} < \infty, \]
letting \( A \) vary over \( \mathcal{F}_t \) yields that
\[ \mathbb{E} \left[ \left( \int_{\gamma_j \wedge t}^{\gamma_j} \mathbb{1}_{\{Y^n_s - \Gamma_s^{\alpha} \}} e^{2\alpha s} |Z^n_s|^2 \, ds \right)^{\alpha/2} \mid \mathcal{F}_t \right] \]
\[ \leq C_\alpha \mathbb{E} \left[ 1 + (Y^n_{\gamma_j})^+ + (\psi^n_t)^\alpha + \int_0^T h_s \, ds + \Gamma_T \mid \mathcal{F}_t \right]. \]
Then we see from (6.18) that
\[
\left( Y^n_{y_j} - \Gamma_{y_j} \right)^+ \leq e^{\alpha(y_j \wedge t)} \left( Y^n_{y_j} - \Gamma_{y_j} \right)^+ \\
\leq C \mathbb{E} \left[ 1 + (Y^n_{y_j})^+ + (\Psi^n_0)^\alpha + \int_0^T h_s ds + \Gamma_T \right| \mathcal{F}_t ], \quad \mathbb{P}\text{-a.s. (6.21)}
\]

The uniform integrability of \( \{ Y^n_t \}_{t \in \mathcal{T}} \) implies that of \( \{ (Y^n_t)^+ \}_{t \in \mathcal{T}} \). As \( Z^n \in \cap_{p \in (0,1)} H^{2,p} \subset \mathbb{H}^{2,0}, \{ \gamma_j \}_{j \in \mathbb{N}} \) is stationary. So letting \( j \to \infty \) in (6.21), one can deduce from the continuity of process \( Y^n \) that
\[
(Y^n)^+ \leq \Gamma_i + (Y^n_i - \Gamma_i)^+ \leq \Gamma_i + C \mathbb{E} \left[ 1 + \eta + (\Psi^n_0)^\alpha + \int_0^T h_s ds + \Gamma_T \right| \mathcal{F}_t ] \\
\leq C \mathbb{E} \left[ 1 + \eta + (\Psi^n_0)^\alpha \right| \mathcal{F}_t ], \quad \mathbb{P}\text{-a.s.}
\]

Then claim (6.14) follows from the continuity of process \( Y^{n,+} \) and of process \( \left\{ \mathbb{E} \left[ 1 + \eta + (\Psi^n_0)^\alpha \right| \mathcal{F}_t \right] \right\}_{t \in [0, T)}. \quad \square

**Proof of Proposition 5.2.** The proof is relatively lengthy, see our introduction for a sketch. We will defer the demonstration of some technicalities (those equations with starred labels) to the Appendix.

(1) For any \( n \in \mathbb{N}, K^n_i := n \int_0^t I_{\{v < s \leq \tau \}}(Y^n_s - L_s)^- ds, t \in [0, T] \) is clearly a process of \( \mathbb{R}^0 \) satisfying
\[
K^n_i = 0, \quad \forall t \in [0, v]. \quad (6.22)
\]
As \( K^n_t - K^n_i = n \int_t^i I_{\{v < s \leq \tau \}}(Y^n_s - L_s)^- ds = n \int_t^i (Y^n_s - L_s)^- ds, \forall t \in [v, \tau] \), (5.3) shows that \( \mathbb{P}\text{-a.s.} \)
\[
Y^n_t = Y^n_i + \int_i^t g(s, Y^n_s, Z^n_s) ds + K^n_t - K^n_i - \int_i^t Z^n_s dB_s, \quad \forall t \in [v, \tau]. \quad (6.23)
\]

Since \( \left\{ I_{\{t \geq v\}} \right\}_{t \in [0, T]} \) is an \( \mathcal{F} \)-adapted càdlàg process and since each \( \left\{ Y^n_{i \wedge \tau} \right\}_{i \in [0, T]} \) is an \( \mathcal{F} \)-adapted continuous process, we see that \( Y \) is an \( \mathcal{F} \)-optional process. (It takes some effort to show the continuity of \( Y \) between \( v \) and \( T \), see (6.40) for an intermediate result.) By the Debut theorem,
\[
\tau_\ell := \inf \{ t \in [v, \tau] : (Y^n_1)^+ + Y^n_i + L^n_+ + \int_v^t h_s ds > \ell \} \wedge \tau, \quad \ell \in \mathbb{N} \quad (6.24)
\]
are stopping times with \( v \leq \tau_\ell \leq \tau \), i.e. \( \tau_\ell \in \mathcal{T}_{v,\tau} \). As \( \mathbb{E} \left[ L^n_+ + \int_0^T h_idt \right] < \infty \) and \( \mathbb{P} \left\{ \sup_{t \in [v, \tau]} \left( (Y^n_1)^+ + Y^n_i \right) < \infty \right\} = 1 \), it holds for any \( \omega \in \Omega \) except on a \( \mathbb{P} \)-null set \( \mathcal{N}_1 \) that
\[
\tau(\omega) = \tau_{N_\omega}(\omega) \quad \text{for some } N_\omega \in \mathbb{N}.
\]

Now, let us fix \( \ell \in \mathbb{N} \) for this part as well as next two parts. Let \( \mathcal{N}_2 := \cup_{n \in \mathbb{N}} \{ \omega \in \Omega : \) the path \( Y^n(\omega) \) is not continuous\} (which is clearly a \( \mathbb{P} \)-null set) and set \( A_\ell := \{ v < \tau_\ell \} \cap \mathcal{N}_2^n \in \mathcal{F}_{v \wedge \tau_\ell} \subset \mathcal{F}_v \). Given \( \omega \in A_\ell \), for any \( n \in \mathbb{N} \) we can deduce from (6.24) that \( |Y^n_t(\omega)| \leq \ell, \forall t \in [v(\omega), \tau_\ell(\omega)] \), and the continuity of each \( Y^n \) implies that \( |Y^n_t(\omega)| \leq \ell, \forall t \in [v(\omega), \tau_\ell(\omega)] \). Then it follows from the monotonicity of \( \{ Y^n \}_{n \in \mathbb{N}} \) that
\[
\sup_{n \in \mathbb{N}} \left| Y^n_t(\omega) \right| \leq |Y^n_1(\omega)| \wedge |Y^n_i(\omega)| \leq \ell, \quad \forall t \in [v(\omega), \tau_\ell(\omega)], \quad \forall \omega \in A_\ell. \quad (6.25)
\]
Let $n \in \mathbb{N}$. As $\mathbb{E}[|1_{A_\ell} Y^n_v|] \leq \ell$, Corollary 3.1 shows that there exists a unique $\hat{Z}^{\ell,n} \in \cap_{p \in (0,1]} \mathbb{H}^{2,p}$ such that $P \{ \mathbb{E}[1_{A_\ell} Y^n_v] = \mathbb{E}[1_{A_\ell} Y^n_v] + \int_0^t \hat{Z}^{\ell,n}_s \, dB_s, \, \forall t \in [0, T] \} = 1$. Similar to (6.3), we can deduce from (6.23) that $\mathbb{P}$-a.s.

$$Y^{\ell,n}_t := \mathbb{E}[1_{A_\ell} Y^n_v | \mathcal{F}_{\cdot \wedge t}] + Y^n_{\nu \wedge (t \wedge \tau_\ell)} - Y^n_v$$

$$= \mathbb{E}[1_{A_\ell} Y^n_v] - \int_0^t \mathbb{1}_{\{v < s \leq t\}} g(s, Y^n_s, Z^n_s) \, ds - K^n_{\nu \wedge (t \wedge \tau_\ell)} + K^n_v$$

$$+ \int_0^t \left( \mathbb{1}_{\{s \leq v\}} Z^{\ell,n}_s + \mathbb{1}_{\{v < s \leq t\}} Z^n_s \right) \, dB_s, \quad t \in [0, T].$$

(6.26)

Thus $Y^{\ell,n}$ is an $\mathcal{F}$-adapted continuous process (i.e. $Y^{\ell,n} \in \mathbb{S}^0$) that satisfies

$$Y^{\ell,n}_t = \mathbb{E}[1_{A_\ell} Y^n_v | \mathcal{F}_v] + Y^n_t - Y^n_v = 1_{A_\ell} Y^n_v + 1_{A_\ell}(Y^n_t - Y^n_v) = 1_{A_\ell} Y^n_t,$n

(6.27)

which together with (6.26) shows that $\mathbb{P}$-a.s.

$$Y^{\ell,n}_t - Y^{\ell,n}_{\tau_\ell} - K^n_{\tau_\ell} + K^n_t + \int_{\tau_\ell}^t \mathbb{E} \left[ \int_{v \wedge \tau_\ell}^s (K^n_r)^2 \, dr \right] \leq 0 \quad \forall t \in [\tau_\ell, T].$$

(6.28)

Since $\mathbb{E}[|Y^{\ell,n}_v|] \leq \ell$ by (6.27), (6.25) and since $K^n_0 = 0$ by (6.22), applying Lemma A.2 with $(Y, Z, K) = (Y^{\ell,n}, Z^n, K^n)$ and $(\tau, p) = (\tau_\ell, 2)$, we see from (6.27), (6.25) and (6.24) that

$$\mathbb{E} \int_0^T |Z^n_t|^2 \, dt + \mathbb{E} \left[ (K^n_T)^2 \right] \leq C_0 \mathbb{E} \left[ \sup_{t \in [v, \tau_\ell]} |Y^{\ell,n}_t|^2 \right] + C_0 \mathbb{E} \left[ \left( \int_0^T h_t \, dt \right)^2 \right] \leq C_0 \ell^2.$$

(6.29)

It then follows from (H1) that $\mathbb{E} \int_{\tau_\ell}^T |g(t, Y^{\ell,n}_t, Z^n_t) - g(t, Y^{\ell,n}_t, 0)|^2 \, dt \leq \kappa^2 \mathbb{E} \int_{\tau_\ell}^T |Z^n_t|^2 \, dt \leq C_0 \ell^2$. In virtue of Theorem 5.2.1 of [50], $\{1_{\{v < t \leq \tau_\ell\}} Z^n_t\}_{t \in [0,T]} \quad n \in \mathbb{N}$ has a weakly convergent subsequence (we still denote it by $\{1_{\{v < t \leq \tau_\ell\}} Z^n_t\}_{t \in [0,T]} \quad n \in \mathbb{N}$) with limit $\mathbb{Z}^{\ell} \in \mathbb{H}^{2,2}$; and $\{1_{\{v < t \leq \tau_\ell\}} (g(t, Y^{\ell,n}_t, Z^n_t) - g(t, Y^{\ell,n}_t, 0))\}_{t \in [0,T]} \quad n \in \mathbb{N}$ has a weakly convergent subsequence (we still denote it by $\{1_{\{v < t \leq \tau_\ell\}} (g(t, Y^{\ell,n}_t, Z^n_t) - g(t, Y^{\ell,n}_t, 0))\}_{t \in [0,T]} \quad n \in \mathbb{N}$) with limit $\mathbb{Z}^{\ell} \in \mathbb{H}^{2,2}$. It is easy to deduce that

$$\mathbb{Z}^{\ell}_t = 1_{\{v < t \leq \tau_\ell\}} \mathbb{Z}^{\ell}_t \quad \text{and} \quad \mathbb{Z}^{\ell}_t = 1_{\{v < t \leq \tau_\ell\}} \mathbb{Z}^{\ell}_t \quad \forall t \in [0,T].$$

(6.30)

The $\mathcal{F}$-optional measurability of $Y$ implies that of stopped processes $\{Y_{\cdot \wedge t}\}_{t \in [0,T]}$ and $\{Y_{\tau_\ell \wedge \cdot}\}_{t \in [0,T]}$ (see e.g. Corollary 3.24 of [33]). As $A_\ell \cap \{t > v\} \in \mathcal{F}_t$ for any $t \in [0, T]$, $\{1_{A_\ell \cap \{t \geq v\}}\}_{t \in [0,T]}$ is an $\mathcal{F}$-adapted càdlàg process. Then

$$Y_{\nu \wedge (\tau_\ell \wedge \cdot)} - Y_v = 1_{A_\ell \cap \{t \geq v\}} (Y_{\tau_\ell \wedge \cdot} - Y_v) = 1_{A_\ell \cap \{t \geq v\}} (Y_{\tau_\ell \wedge \cdot} - Y_{\nu \wedge \cdot}), \quad t \in [0, T].$$

(6.31)
is an $F$-optional process and it follows that
\[
\tilde{K}_t^\ell := Y_v - Y_{v\wedge (t_\ell \wedge t_d)} - \int_0^t 1_{\{v < s \leq t_\ell\}} \left(g(s, Y_s, 0) + \tilde{h}_s^\ell\right) ds + \int_0^t 1_{\{v < s \leq t_\ell\}} Z_s^\ell dB_s,
\]
\[ t \in [0, T] \tag{6.32} \]
also defines an $F$-optional process. Since (6.31), (6.25), (H4), (6.24) and Hölder’s inequality imply that
\[
\left| \tilde{K}_t^\ell \right| \leq 1_{A_t \cap \{t \geq T\}} \left(\left|Y_{t_\ell \wedge t}\right| + |Y_v|\right) + 1_{A_t} \int_v^{t_\ell} \left(h_t + \kappa |Y_t| + |\tilde{h}_s^\ell|\right) dt \\
+ \left| \int_0^t 1_{\{v < s \leq t_\ell\}} Z_s^\ell dB_s \right| \\
\leq 3\ell + \kappa \ell T + \left(T \int_v^{t_\ell} |\tilde{h}_s^\ell|^2 ds \right)^{1/2} + \sup_{t \in [0, T]} \left| \int_0^t 1_{\{v < s \leq t_\ell\}} Z_s^\ell dB_s \right|, \quad \forall t \in [0, T].
\]
Doob’s martingale inequality and (1.5) show that
\[
\mathbb{E}\left[\left(\tilde{K}_t^\ell\right)^2\right] \leq C_0 \ell^2 + 3T \mathbb{E}\int_v^{t_\ell} |\tilde{h}_s^\ell|^2 ds + 3 \mathbb{E}\left[\sup_{t \in [0, T]} \left| \int_0^t 1_{\{v < s \leq t_\ell\}} Z_s^\ell dB_s \right|\right]^2 \\
\leq C_0 \ell^2 + C_0 \mathbb{E}\int_v^{t_\ell} \left(|\tilde{h}_s^\ell|^2 + |Z_s^\ell|^2\right) ds < \infty. \tag{6.33}
\]
We next claim that
\[
\tilde{K}_t^\ell \text{ satisfies the conditions of Lemma A.3 and is thus an increasing process.} \tag{6.34}^*\]
As $\mathbb{E}\left[\left(\tilde{K}_0^\ell\right)^2\right] < \infty$ by (6.33), it holds $\mathbb{P}$-a.s. that $\tilde{K}_0^\ell < \infty$. Then applying Lemma 2.2 of [44] to (6.32) shows that both process $\tilde{K}_t^\ell$ and process $\{Y_{v\wedge (t_\ell \wedge t_d)}\}_{t \in [0, T]}$ have $\mathbb{P}$-a.s. càdlàg paths.

(2) By Hölder’s inequality and (6.29), $\mathbb{E}\int_v^{t_\ell} (Y^n_v - L_t)^{-} dt = \frac{1}{n} \mathbb{E}[K^n_t] \leq \frac{1}{n} \left[ \mathbb{E}\left[K^n_t\right]^2 \right]^{1/2} \leq \frac{1}{n} C_0 \ell, \quad \forall n \in \mathbb{N}$. Letting $n \to \infty$, we know from the monotone convergence theorem that
\[
\mathbb{E}\int_v^{t_\ell} (Y_t - L_t)^{-} dt = \lim_{n \to \infty} \downarrow \mathbb{E}\int_v^{t_\ell} (Y^n_v - L_t)^{-} dt = 0,
\]
so it holds $dt \otimes d\mathbb{P}$-a.s. that $1_{\{v < t \leq t_\ell\}} (Y_t - L_t)^{-} = 0$. Since $\{Y_{v\wedge (t_\ell \wedge t_d)}\}_{t \in [0, T]}$ has $\mathbb{P}$-a.s. càdlàg paths by part (1) and $L$ has $\mathbb{P}$-a.s. continuous paths, one can deduce that for any $\omega \in A_\ell$, except for $\mathbb{P}$-null set $\tilde{N}_\ell$, $Y_t(\omega) > L_t(\omega)$ for any $t \in [v(\omega), \tau_\ell(\omega))$. Given $\omega \in \{v < \tau\} \cap \tilde{N}_\ell$, there exists an $n_\omega \in \mathbb{N}$ such that $\tau_{n_\omega}(\omega) > v(\omega)$, and $Y_t(\omega) \geq L_t(\omega)$ holds for any $t \in [v(\omega), \tau_{n_\omega}(\omega)) = [v(\omega), \tau(\omega))$. In summary, it holds for $\mathbb{P}$-a.s. $\omega \in \{v < \tau\}$ that $Y_t(\omega) \geq L_t(\omega)$ for any $t \in [v(\omega), \tau(\omega))$, which together with $\mathbb{P}\{Y_t \geq L_t\} = 1$ shows that for any $\omega \in \{v < \tau\}$ except on a $\mathbb{P}$-null set $\tilde{N}$
\[
Y_t(\omega) \geq L_t(\omega), \quad \forall t \in [v(\omega), \tau(\omega)]. \tag{6.35}
\]

Now we freeze the parameter $\ell$ again and let $\omega \in A_\ell \cap \tilde{N}_\ell$. As $A_\ell \subset \{v < \tau\} \cap N_2^c$, we see from (6.35) that $Y_t(\omega) \geq L_t(\omega)$ for any $t \in [v(\omega), \tau_\ell(\omega))$. Since continuous function
Let \( (Y_n^t - L_t^-)(\omega), t \in \left[v(\omega), \tau_t(\omega)\right] \) be their limits respectively, i.e.

\[
\lim_{n \to \infty} \sup_{t \in [v(\omega), \tau_t(\omega)]} (Y_n^t - L_t^-)(\omega) = 0.
\]

As \( 1_{A_t} \sup_{t \in [v(\omega), \tau_t]} (Y_n^t - L_t^-) \leq 1_{A_t} \sup_{t \in [v, \tau]} \left(L_t^+ + |Y_n^t|\right) \leq 2\ell, \forall n \in \mathbb{N} \) by (6.24), (6.27) and (6.25), an application of the bounded convergence theorem yields that

\[
\lim_{n \to \infty} \sum_{t \in [v, \tau]} (Y_n^t - L_t^-)^2 = 0. \tag{6.36}
\]

Similar to the arguments used in [20] (see pages 21–22 therein), we can deduce from (6.36) that

\[
\{Y^n\}_{n \in \mathbb{N}} \text{ is a Cauchy sequence in } \mathbb{S}^2 \text{ and } \{1_{[v \leq t \leq 2\ell]}Z_n\}_{t \in [0, T]}, n \in \mathbb{N}
\]

is a Cauchy sequence in \( \mathbb{H}^{2,2} \). \tag{6.37*}

Let \( \gamma^\ell \in \mathbb{S}^2 \) and \( \widetilde{Z}^\ell \in \mathbb{H}^{2,2} \) be their limits respectively, i.e.

\[
\lim_{n \to \infty} \sum_{t \in [0, T]} |\gamma^\ell_n - \gamma^\ell_t|^2 + \lim_{n \to \infty} \mathbb{E} \int_0^T |1_{[v \leq t \leq 2\ell]}Z_n - \widetilde{Z}^\ell_t|^2 dt = 0. \tag{6.38}
\]

Up to a subsequence of \( \{Y^n\}_{n \in \mathbb{N}} \), one has \( \lim_{n \to \infty} \sup_{t \in [0, T]} |Y^n_t - \gamma^\ell_t| = 0, \mathbb{P}\text{-a.s.} \). It follows from (6.27) that \( \mathbb{P}\text{-a.s.} \)

\[
\gamma^\ell_t = \lim_{n \to \infty} Y^n_t = \lim_{n \to \infty} 1_{A_t}Y^n_t = 1_{A_t}Y_t, \quad \forall t \in [v, \tau_t], \tag{6.39}
\]

which together with the continuity of \( \gamma^\ell \) shows that

\[
\{1_{A_t}Y_{v \vee (\tau_t \wedge t)}\}_{t \in [0, T]} \text{ is a continuous process}. \tag{6.40}
\]

On the other hand, the strong limit \( \widetilde{Z}^\ell \) and the weak limit \( Z^\ell \) of \( \{1_{[v \leq t \leq 2\ell]}Z_n\}_{t \in [0, T]}, n \in \mathbb{N} \)

must coincide, i.e. \( \widetilde{Z}^\ell_t = Z^\ell_t, dt \otimes d\mathbb{P}\text{-a.s.} \), which together with (6.38), (6.27) and (6.39) and (6.30) shows that

\[
\lim_{n \to \infty} \mathbb{E} \left[ 1_{A_t} \sup_{t \in [v, \tau_t]} |Y^n_t - Y_t|^2 \right] + \lim_{n \to \infty} \mathbb{E} \int_v^\tau |Z^n_s - Z^\ell_s|^2 ds = 0. \tag{6.41}
\]

(3) By (6.31) and (6.40), \( Y_v - Y_{v \vee (\tau_t \wedge t)} = 1_{A_t}(Y_v - Y_{v \vee (\tau_t \wedge t)}), t \in [0, T] \) is an \( \mathcal{F} \)-adapted continuous process, then so is

\[
K^\ell_t := Y_v - Y_{v \vee (\tau_t \wedge t)} - \int_0^t 1_{[v \leq s \leq \tau_t]}g(s, Y_s, Z^\ell_s)ds + \int_0^t 1_{[v \leq s \leq \tau_t]}Z^\ell_s dB_s, \quad t \in [0, T]. \tag{6.42}
\]

One can deduce from (6.41) that

\[
\lim_{n \to \infty} \mathbb{E} \left[ \sup_{t \in [v, \tau_t]} |K^n_t - K^\ell_t|^2 \right] = 0. \tag{6.43*}
\]
So up to a subsequence of \( \{ K^n \}_{n \in \mathbb{N}} \), it holds \( \mathbb{P} \)-a.s. that

\[
\lim_{n \to \infty} \sup_{t \in [v, \tau_\ell]} |K^n_t - K^\ell_t| = 0 \quad \text{and thus} \quad K^\ell_t = \lim_{n \to \infty} K^n_t, \quad \forall t \in [v, \tau_\ell],
\]

(6.44) which together with the monotonicity of \( K^n \)'s show that for \( \mathbb{P} \)-a.s. \( \omega \in \Omega \), the path \( K^\ell_t(\omega) \) is increasing over period \( [v(\omega), \tau_\ell(\omega)] \). One can also deduce from (6.44) that for \( \mathbb{P} \)-a.s. \( \omega \in \Omega \), the measure \( dK^\ell_t(\omega) \) converges weakly to the measure \( dK^\ell_t(\omega) \) on period \( [v(\omega), \tau_\ell(\omega)] \). It then follows that \( \mathbb{P} \)-a.s.

\[
\int_v^{\tau_\ell} (Y_s - L_s)dK^\ell_s = 0, \quad \forall t \in [v, \tau_\ell]. \quad (6.45^*)
\]

(4) Setting \( \tau_0 := v \), we next show that process \( Y \) together with processes

\[
Z_t := \sum_{\ell \in \mathbb{N}} 1_{[\tau_{\ell-1} < t \leq \tau_\ell]} Z^\ell_t \quad \text{and} \quad K_t := \sum_{\ell \in \mathbb{N}} (K^\ell_t - K^\ell_{\tau_{\ell-1} \wedge t}), \quad t \in [0, T]
\]

solves (5.4).

As \( \{ 1_{[\tau_{\ell-1} < t \leq \tau_\ell]} \}_{\ell \in \mathbb{N}} \) is an \( \mathbf{F} \)-adapted càglàd process (thus \( \mathbf{F} \)-predictable) for each \( \ell \in \mathbb{N} \), the process \( Z \) is \( \mathbf{F} \)-predictable. On the other hand, it is clear that \( K \) is an \( \mathbf{F} \)-adapted process with \( K_0 = 0 \).

Let \( \mathcal{N}_3 \) be the \( \mathbb{P} \)-null set such that for any \( \omega \in \mathcal{N}_3^c \) and \( \ell \in \mathbb{N} \),

\[
\int_0^T |Z^\ell_t(\omega)|^2 dt < \infty \quad \text{and the path } \{ K^\ell_t(\omega) \}_{t \in [0, T]} \text{ is continuous and increasing over period } [v(\omega), \tau_\ell(\omega)].
\]

Given \( \omega \in (\mathcal{N}_1 \cup \mathcal{N}_3)^c \), both sums in (6.46) are finite sums:

\[
Z_t(\omega) := \sum_{\ell = 1}^{N_\omega} 1_{[\tau_{\ell-1}(\omega) < t \leq \tau_\ell(\omega)]} Z^\ell_t(\omega) \quad \text{and}
\]

\[
K_t(\omega) := \sum_{\ell = 1}^{N_\omega} \left( K^\ell_0(\omega) \wedge t, \omega \right) - K^\ell_0(\tau_{\ell-1}(\omega) \wedge t, \omega), \quad t \in [0, T].
\]

(6.47) The former implies that \( \int_0^T |Z_t(\omega)|^2 dt = \int_0^{\tau(\omega)} |Z_t(\omega)|^2 dt = \sum_{\ell=1}^{N_\omega} \int_{\tau_{\ell-1}(\omega)}^{\tau_\ell(\omega)} |Z^\ell_t(\omega)|^2 dt \leq \sum_{\ell=1}^{N_\omega} \int_0^T |Z^\ell_t(\omega)|^2 dt < \infty \), so \( Z \in \mathbb{H}^{2,0} \). We see from the latter of (6.47) that the path \( \{ K_t(\omega) \}_{t \in [0, T]} \) is equal to 0 over period \( [0, \nu(\omega)] \), is a connection of continuous increasing pieces from \( K^\ell(\tau_{\ell-1}(\omega), \omega) \) to \( K^\ell(\tau_\ell(\omega), \omega), \ell = 1, \ldots, N_\omega \) over period \( [v(\omega), \tau(\omega)] \), and then remains constant over period \( [\tau(\omega), T] \). Thus, \( \{ K_t(\omega) \}_{t \in [0, T]} \) is a continuous increasing path, which shows \( K \in \mathbb{H}^{0} \).

Let \( \ell \in \mathbb{N} \). One can deduce that

\[
K_t = \sum_{i \in \mathbb{N}} (K^i_0 \wedge t - K^i_{\tau_{i-1} \wedge t}) = \sum_{i=1}^\ell (K^i_0 \wedge t - K^i_{\tau_{i-1} \wedge t})
\]

\[
= \sum_{i=1}^\ell \left( -Y_{\tau_{i \wedge t}} + Y_{\tau_{i-1} \wedge t} - \int_{\tau_{i-1} \wedge t}^{\tau_{i \wedge t}} g(s, Y_s, Z^i_s) ds + \int_{\tau_{i-1} \wedge t}^{\tau_{i \wedge t}} Z^i_s dB_s \right)
\]

\[
= \sum_{i=1}^\ell \left( -Y_{\tau_{i \wedge t}} + Y_{\tau_{i-1} \wedge t} - \int_{\tau_{i-1} \wedge t}^{\tau_{i \wedge t}} g(s, Y_s, Z_s) ds + \int_{\tau_{i-1} \wedge t}^{\tau_{i \wedge t}} Z_s dB_s \right)
\]
It follows that

\[ Y_t = Y_{\tau_{\ell}} + \int_t^{\tau_{\ell}} g(s, Y_s, Z_s)ds + K_{\tau_{\ell}} - K_t - \int_t^{\tau_{\ell}} Z_s dB_s, \quad \forall t \in [v, \tau_{\ell}]. \]  

(6.49)

Since the increment of \( K \) over \([\tau_{i-1}, \tau_i]\) is that of \( K^i \) over \([\tau_{i-1}, \tau_i] \) for any \( i \in \mathbb{N} \), (6.45) implies that

\[ \int_v^{\tau_i} (Y_t - L_t)dK_t = \sum_{i=1}^{\ell} \int_{\tau_{i-1}}^{\tau_i} (Y_t - L_t)dK^i_t = 0, \quad \mathbb{P}\text{-a.s.} \]  

(6.50)

Because of \( \mathbb{P}\{Y_s \geq L_s\} = 1 \), (5.4) clearly holds \( \mathbb{P}\text{-a.s.} \) on the set \( \{v = \tau\} \), and \( \{(Y_{v\wedge t})(\omega) \equiv (Y_v)(\omega)\}_{t \in [0, T]} \) is a constant path for any \( \omega \in \{v = \tau\} \). Let \( \mathcal{N}_4 \) be the \( \mathbb{P} \)-null set such that for any \( \omega \in \{v < \tau\} \cap \mathcal{N}_2 \cap \mathcal{N}_4 \) and \( \ell \in \mathbb{N} \),

(6.35) and (6.50) hold on scenario \( \omega \), and \( \{(Y_{v\wedge (\tau \wedge t)})(\omega)\}_{t \in [0, T]} \) is a continuous path (see (6.40)).

For any \( \omega \in \{v = \tau\} \cap (\mathcal{N}_1 \cup \mathcal{N}_2 \cup \mathcal{N}_4)^c \), we can deduce from (6.49) that (5.4) holds on scenario \( \omega \) and \( \{(Y_{v\wedge (\tau \wedge t)})(\omega)\}_{t \in [0, T]} \) is a continuous path. \( \Box \)

**Proof of Proposition 5.3.** The flat-off condition of reflected BSDEs implies that \( \mathbb{P}\text{-a.s.} \)

\[ 0 \leq \int_t^s 1_{[Y^i_r < Y^i_s]} dK^1_r = \int_t^s 1_{[L^i_r = Y^i_r]} dK^1_r \]

\[ \leq \int_t^s 1_{[L^i_r < L^i_s]} dK^1_r = 0, \quad \forall 0 \leq t < s \leq T. \]

It follows that \( \mathbb{P}\text{-a.s.} \)

\[ \int_t^s 1_{[Y^i_r > Y^i_s]} (dK^1_r - dK^2_r) = - \int_t^s 1_{[Y^i_r < Y^i_s]} dK^2_r \leq 0, \quad \forall 0 \leq t < s \leq T. \]

Then we can apply Proposition 3.2 over period \([0, T]\) with \( V^i = K^i, i = 1, 2 \) to get the conclusion. \( \Box \)

**Proof of Theorem 5.1.** (1) (existence) For any \( n \in \mathbb{N} \), we define function \( g_n \) as in (1.10), which satisfies (H1)–(H5) since \( L \in \mathcal{S}^1_0 \). In light of Proposition 3.1, the BSDE\((\xi, g_n)\) admits a unique solution \((Y^n, Z^n) \in \cap_{p \in (0, 1)} (\mathcal{S}^p \times \mathbb{H}^{2,p})\) such that \( Y^n \) is of class \((D)\). Also, Proposition 3.3 shows that for any \( \omega \in \Omega \) except on a \( \mathbb{P}\)-null set \( \mathcal{N} \)

\[ Y^n_t(\omega) \leq Y^{n+1}_t(\omega), \quad \forall t \in [0, T], \quad \forall n \in \mathbb{N}. \]  

(6.51)

We can let (6.51) hold for any \( \omega \in \Omega \) by setting \( Y^n_t(\omega) := 1_{(\omega \in \mathcal{N})} Y^n_t(\omega), (t, \omega) \in [0, T] \times \Omega, n \in \mathbb{N} \) (each modified \( Y^n \) still belongs to \( \cap_{p \in (0, 1)} \mathcal{S}^p \), of class \((D)\) and satisfies BSDE\((\xi, g_n)\) with \( Z^n \)).
Applying Proposition 5.1 with \((Y^n, Z^n, J^n) = (Y^n, Z^n, 0), n \in \mathbb{N}\) shows that the limit process \(Y_t := \lim_{n \to \infty} \uparrow Y^n_t, t \in [0, T]\) is an \(F\)-predictable process of class (D) satisfying \(\mathbb{E}[\sup_{t \in [0, T]} |Y_t|^p] < \infty, \forall p \in (0, 1).\) It follows that \(\sup_{t \in [0, T]} (|Y^+_t| + |Y^-_t|) \leq Y^+_t + Y^-_t < \infty, \mathbb{P}\)-a.s. As \(Y_T = \lim_{n \to \infty} \uparrow Y^n_T = \xi \geq L_T, \mathbb{P}\)-a.s., applying Proposition 5.2 with \((v, \tau) = (0, T)\) yields that \(Y \in \cap_{p \in (0, 1)} \mathbb{S}^p\) solves RBSDE(\(\xi, g, L\)) with some \((Z, K) \in \mathbb{H}^{2,0} \times \mathbb{K}^0\). Moreover, applying Lemma A.2 with \((v, \tau) = (0, T)\) and using Hölder’s inequality show that

\[
\mathbb{E} \left[ \left( \int_0^T |Z_s|^2 ds \right)^{p/2} \right] + \mathbb{E} \left[ K_T^p \right] \leq C_p \mathbb{E} \left[ (Y_\tau)^p \right] + C_p \left( \mathbb{E} \int_0^T h_t dt \right)^p < \infty, \\
\forall \ p \in (0, 1).
\]

Namely, \((Z, K) \in \cap_{p \in (0, 1)} (\mathbb{H}^{2,p} \times \mathbb{K}^p)\).

(2) (uniqueness) Let \((Y^1, Z^1, K^1), (Y^2, Z^2, K^2) \in \cap_{p \in (0, 1)} (\mathbb{S}^p \times \mathbb{H}^{2,p} \times \mathbb{K}^p)\) be two solutions of RBSDE(\(\xi, g, L\)) such that \(Y^1, Y^2\) is of class (D). We know from Proposition 5.3 that \(\mathbb{P}[Y^1_t = Y^2_t, \forall t \in [0, T]] = 1\), so it holds \(\mathbb{P}\)-a.s. that

\[
\int_0^T g(s, Y^1_s, Z^1_s) ds + K^1_T - K^1_t - \int_t^T Z^1_s dB_s = \int_0^T g(s, Y^2_s, Z^2_s) ds + K^2_T - K^2_t - \int_t^T Z^2_s dB_s, \quad t \in [0, T].
\]

Comparing martingale parts on both side shows that \(Z^1_t = Z^2_t, dt \otimes d\mathbb{P}\)-a.s. Then it follows that \(\mathbb{P}\)-a.s.

\[
K^1_t = Y^1_0 - Y^1_t - \int_0^t g(s, Y^1_s, Z^1_s) ds + \int_0^t Z^1_s dB_s = Y^2_0 - Y^2_t - \int_0^t g(s, Y^2_s, Z^2_s) ds + \int_0^t Z^2_s dB_s = K^2_t, \quad t \in [0, T].
\]

(3) (proof of (5.1) and (5.2)) Fix \(v \in T\) and \(\gamma \in T_{\nu,T}\). We will simply denote \(\tau_\nu(v)\) by \(\hat{\tau}\). The uniform integrability of \(\{Y_\gamma\}_{\gamma \in T}\) implies that \(Y_\gamma \in L^1(\mathcal{F}_v),\) so we see from (A.2) that \(\mathbb{P}\)-a.s.

\[
Y_t^{v,Y_\gamma} = Y_\gamma + \int_t^\gamma g(s, Y_s^{v,Y_\gamma}, Z_s^{v,Y_\gamma}) ds - \int_t^\gamma Z_s^{v,Y_\gamma} dB_s, \quad \forall t \in [v, \gamma]. \tag{6.52}
\]

Since it holds \(\mathbb{P}\)-a.s. that

\[
Y_t = Y_\gamma + \int_t^\gamma g(s, Y_s, Z_s) ds + K_\gamma - K_t - \int_t^\gamma Z_s dB_s, \quad \forall t \in [v, \gamma],
\]

applying Proposition 3.2 with \((Y^1, Z^1, V^1) = (Y^{v,Y_\gamma}, Z^{v,Y_\gamma}, 0)\) and \((Y^2, Z^2, V^2) = (Y, Z, K)\) yields that \(\mathbb{P}\)-a.s., \(Y_t^{v,Y_\gamma} \leq Y_t\) for any \(t \in [v, \gamma]\). In particular,

\[
\mathcal{E}_{v,Y_\gamma}^g [Y_\gamma] = Y^{v,Y_\gamma}_v \leq Y_v, \quad \mathbb{P}\text{-a.s.} \tag{6.53}
\]

As \(Y_\gamma \geq 1_{\{\gamma < T\}} L_\gamma + 1_{\{\gamma = T\}} \xi = \mathcal{R}_\gamma, \mathbb{P}\text{-a.s.},\) we see from the monotonicity of \(g\)-evaluation that

\[
Y_v \geq \mathcal{E}_{v,Y_\gamma}^g [Y_\gamma] \geq \mathcal{E}_{v,Y}^g [\mathcal{R}_\gamma], \quad \mathbb{P}\text{-a.s.} \tag{6.54}
\]
Since it holds $\mathbb{P}$-a.s. that $Y_t > \mathcal{R}_t = L_t$ for any $t \in [\nu, \bar{\tau})$, the flat-off condition in RBSDE($\xi$, $g$, $L$) implies that $\mathbb{P}$-a.s. $K_t = K_\nu$ for any $t \in [\nu, \bar{\tau}]$. Then it holds $\mathbb{P}$-a.s. that

$$Y_t = Y_{\bar{\tau} \wedge \gamma} + \int_t^{\bar{\tau} \wedge \gamma} g(s, Y_s, Z_s) ds + K_{\bar{\tau} \wedge \gamma} - K_t - \int_t^{\bar{\tau} \wedge \gamma} Z_s dB_s$$

$$= Y_{\bar{\tau} \wedge \gamma} + \int_t^{\bar{\tau} \wedge \gamma} g(s, Y_s, Z_s) ds - \int_t^{\bar{\tau} \wedge \gamma} Z_s dB_s, \quad \forall t \in [\nu, \bar{\tau} \wedge \gamma].$$

Similar to (6.52), one has that $\mathbb{P}$-a.s.

$$Y_t^{\bar{\tau} \wedge \gamma, Y_{\bar{\tau} \wedge \gamma}} = Y_{\bar{\tau} \wedge \gamma} + \int_t^{\bar{\tau} \wedge \gamma} g(s, Y_s^{\bar{\tau} \wedge \gamma, Y_{\bar{\tau} \wedge \gamma}}, Z_s^{\bar{\tau} \wedge \gamma, Y_{\bar{\tau} \wedge \gamma}}) ds$$

$$- \int_t^{\bar{\tau} \wedge \gamma} Z_s^{\bar{\tau} \wedge \gamma, Y_{\bar{\tau} \wedge \gamma}} dB_s, \quad \forall t \in [\nu, \bar{\tau} \wedge \gamma].$$

Applying Proposition 3.2 again yields that $\mathbb{P}$-a.s., $Y_t = Y_{t}^{\bar{\tau} \wedge \gamma, Y_{\bar{\tau} \wedge \gamma}}$ for any $t \in [\nu, \bar{\tau} \wedge \gamma]$. It thus follows that

$$Y_\nu = Y_\nu^{\bar{\tau} \wedge \gamma, Y_{\bar{\tau} \wedge \gamma}} = \mathcal{E}_\nu^{g} [Y_{\bar{\tau} \wedge \gamma}], \quad \mathbb{P}\text{-a.s.},$$

which together with (6.53) proves (5.1).

As $Y_T = \xi = \mathcal{R}_T$, $\mathbb{P}$-a.s., we can deduce from the continuity of process $Y$ and the right-continuity of process $\mathcal{R}$ that $Y_T = \mathcal{R}_T$, $\mathbb{P}$-a.s. So taking $\gamma = T$ in (6.55) yields that $Y_\nu = \mathcal{E}_\nu^{g} [Y_T] = \mathcal{E}_\nu^{g} [\mathcal{R}_T]$, $\mathbb{P}$-a.s., which together with (6.54) implies (5.2).

6.3. Proof of Theorem 2.1

(1) (existence) We shall follow [25]’s approach by pasting local solutions to construct a global solution of DRBSDE ($\xi$, $g$, $L$, $U$), see our introduction for a synopsis.

(1a) (increasing penalization scheme)

For $n \in \mathbb{N}$, we define function $g_n$ as in (1.10) which satisfies (H1)–(H5) since $L \in \mathcal{S}_1^\frac{1}{2}$. Theorem 5.1 and Remark 5.2 show that the following reflected BSDE with generator $g_n$ and upper obstacle $U$

$$\begin{cases}
U_t \geq Y_t = \xi + \int_t^T g_n(s, Y_s, Z_s) ds - J_T + J_t - \int_t^T Z_s dB_s, & t \in [0, T], \\
\int_0^T (U_t - Y_t) dJ_t = 0
\end{cases}$$

(6.56)

admits a unique solution $(Y^n, Z^n, J^n) \in \cap_{p \in (0,1)} (\mathcal{S}_p^p \times \mathbb{H}_p^p \times \mathbb{K}_p)$ such that $Y^n$ is of class (D). In light of Proposition 5.3 and Remark 5.2, it holds for any $\omega \in \Omega$ except on a $\mathbb{P}$-null set $\mathcal{N}$ that

$$Y^n_t(\omega) \leq Y^n_{t+1}(\omega), \quad \forall t \in [0, T], \forall n \in \mathbb{N}.$$  \hfill (6.57)

We can let (6.57) hold for any $\omega \in \Omega$ by setting $Y^n_t(\omega) := \mathbf{1}_{[\omega \in \mathcal{N}]} Y^n_t(\omega), (t, \omega) \in [0, T] \times \Omega$, $n \in \mathbb{N}$ (each modified $Y^n$ still belongs to $\cap_{p \in (0,1)} \mathcal{S}_p^p$, of class (D) and satisfies (6.56) with $(Z^n, J^n)$). By Proposition 5.1, the limit process $Y_t := \lim_{n \to \infty} \uparrow Y^n_t, t \in [0, T]$ is an $\mathcal{F}$-predictable process of class (D) that satisfies

$$\mathbb{E} \left[ \sup_{t \in [0,T]} |Y_t|^p \right] < \infty, \quad \forall p \in (0, 1).$$  \hfill (6.58)
Let $v \in T$. For any $n \in \mathbb{N}$, define a stopping time $\gamma^n_v := \inf\{t \in [v, T] : Y^n_t = U_t\} \wedge T \in T$. As it holds $\mathbb{P}$-a.s. that $Y^n_t < U_t$ for any $t \in [v, \gamma^n_v)$, we can deduce from the flat-off condition in (6.56) that $\mathbb{P}\left\{ J^n_t = J^n_{\nu} \right\} = 1$. It then follows that $\mathbb{P}$-a.s.

$$0 = J^n_{\gamma^n_v} = J^n_t = Y^n_t - Y^n_0 + \int_t^{\gamma^n_v} g_n(s, Y^n_s, Z^n_s)ds - \int_t^{\gamma^n_v} Z^n_s dB_s. \tag{6.59}$$

Clearly, $\gamma^n_v$ is decreasing in $n$, and their limit $\gamma_v := \lim_{n \to \infty} \gamma^n_v \geq v$ is still a stopping time thanks to the right continuity of filtration $\mathcal{F}$. We claim that

$$Y_{\gamma_v} = 1_{[\gamma_v = T]} \xi + 1_{[\gamma_v < T]} U_{\gamma_v}, \quad \mathbb{P}\text{-a.s.} \tag{6.60}$$

(which will be shown in the Appendix). So $Y_{\gamma_v} \geq 1_{[\gamma_v = T]} L_T + 1_{[\gamma_v < T]} L_{\gamma_v} = L_{\gamma_v}$, $\mathbb{P}$-a.s. Since

$$\mathbb{E}\left[ \sup_{t \in [0, T]} |Y^1_t|^p + \sup_{t \in [0, T]} |Y^1_t|^p \right] < \infty, \forall \ p \in (0, 1)$$

and it holds $\mathbb{P}$-a.s. that

$$Y^n_t = Y^n_{\gamma_v} + \int_t^{\gamma^n_v} g_n(s, Y^n_s, Z^n_s)ds - \int_t^{\gamma^n_v} Z^n_s dB_s, \quad \forall \ t \in [v, \gamma_v] \tag{6.61}$$

for any $n \in \mathbb{N}$ by (6.59), applying Proposition 5.2 to $\{Y^n, Z^n\}_{n \in \mathbb{N}}$ yields that process

$$\{Y_{v \vee (\gamma_v \wedge \tau)}\}_{t \in [0, T]}$$

has $\mathbb{P}$-a.s. continuous paths and there exist $(Z^v, K^v) \in \mathbb{H}^{2,0} \times \mathbb{R}^0$ such that $\mathbb{P}$-a.s.

$$\begin{cases}
L_t \leq Y_t = Y_{\gamma_v} + \int_t^{\gamma^n_v} g(s, Y_s, Z^v_s)ds + K^v_t - K^v - \int_t^{\gamma^n_v} Z^v_s dB_s, \\
\forall \ t \in [v, \gamma_v], \\
\int_t^{\gamma^n_v} (Y_t - L_t)dB^v_t = 0.
\end{cases} \tag{6.62}$$

Since $\mathbb{E}[|Y_v|] < \infty$ by the uniform integrability of $\{Y_{\kappa}\}_{\kappa \in T}$, Lemma A.2, Hölder’s inequality and (6.58) show that

$$\mathbb{E}\left[ \left( \int_v^\tau |Z_t|^2 \right)^{p/2} \right] \leq C_p \mathbb{E}\left[ \sup_{t \in [v, \tau]} |Y_t|^p \right] + C_p \left( \mathbb{E}\int_v^\tau h_1 dt \right)^p < \infty, \quad \forall \ p \in (0, 1). \tag{6.63}$$

(1b) (decreasing penalization scheme)

Similar to $g_L$ discussed in Remark 1.3(4), $g_U(t, \omega, y) := (y - U_t(\omega))^+, \ (t, \omega, y) \in [0, T] \times \Omega \times \mathbb{R}$ is clearly a $\mathcal{P} \otimes \mathcal{B}(\mathbb{R}) / \mathcal{B}(\mathbb{R})$-measurable function satisfying (H2)–(H4). For any $n \in \mathbb{N}$, we see from Remark 1.3(3) that

$$\tilde{g}_n(t, \omega, y, z) := g(t, \omega, y, z) - n (y - U_t(\omega))^+, \quad \forall \ (t, \omega, y, z) \in [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d$$

defines a generator, and Theorem 5.1 shows that RBSDE$(\xi, \tilde{g}_n, L)$ admits a unique solution $(\tilde{Y}^n, \tilde{Z}^n, \tilde{K}^n) \in \cap_{p \in (0,1)} (\mathbb{S}^p \times \mathbb{H}^{2,p} \times \mathbb{K}^p)$ such that $\tilde{Y}^n$ is of class $(D)$. Since $\tilde{g}_n$ is decreasing in $n$, Proposition 5.3 shows that $\mathbb{P}$-a.s.

$$\tilde{Y}^n_t \geq \tilde{Y}^{n+1}_t, \quad \forall \ t \in [0, T], \forall \ n \in \mathbb{N}. \tag{6.64}$$

As in (6.57), we can assume that (6.64) holds everywhere on $\Omega$. 

Set \((\tilde{L}, \tilde{U}) \equiv (-U, -L) \in \mathbb{S}_+^1 \times \mathbb{S}_-^1\). For any \(n \in \mathbb{N}\), \((\tilde{Y}^n, \tilde{Z}^n, \tilde{J}^n) \equiv (-\tilde{Y}^n, -\tilde{Z}^n, -\tilde{K}^n)\) satisfies that \(\mathbb{P}\)-a.s.

\[
\begin{align*}
\tilde{U}_t &= -L_t \geq \tilde{Y}_t^n = -\xi - \int_t^T g(s, \tilde{Y}_s^n, \tilde{Z}_s^n)\,ds + n \int_t^T (\tilde{Y}_s^n - U_s)\,d\bar{s} - \tilde{K}_T + \tilde{K}_t^n \\
&= \tilde{Y}_t^n + \int_t^T g_- (s, \tilde{Y}_s^n, \tilde{Z}_s^n)\,ds + n \int_t^T (\tilde{Y}_s^n - \tilde{L}_s)\,d\bar{s} + \tilde{J}_n^t - \tilde{J}_t^n \\
&\quad - \int_t^T \tilde{Z}_s^n\,d\bar{s}, \quad t \in [0, T].
\end{align*}
\tag{6.65}
\]

Since \(g_-\) is a generator by Remark 1.3(1), applying Proposition 5.1 to \(\{(\tilde{Y}^n, \tilde{Z}^n, \tilde{J}^n)\}_{n \in \mathbb{N}}\) yields that \(\tilde{Y}_t := \lim_{n \to \infty} \uparrow \tilde{Y}_t^n, \quad t \in [0, T]\) is an \(\mathbb{F}\)-predictable process of class \((D)\) that satisfies \(\mathbb{E}[\sup_{t \in [0, T]} |\tilde{Y}_t|^p] < \infty, \quad \forall \ p \in (0, 1)\).

Let \(\nu \in \mathcal{T}\). The stopping times \(\nu^n \equiv \inf\{t \in [\nu, T) : \tilde{Y}_t^n = \tilde{U}_t\} \wedge T = \inf\{t \in [\nu, T) : \tilde{Y}_t^n = L_t\} \wedge T \in \mathcal{T}\) is decreasing in \(n\). Analogous to (6.60), \(\tau_\nu := \lim_{n \to \infty} \downarrow \tau_\nu^n \geq \nu\) is still a stopping time that satisfies

\[
\begin{align*}
\tilde{Y}_{\tau_\nu} &= -1_{(\tau_\nu = T)}\xi + 1_{(\tau_\nu < T)} \tilde{U}_{\tau_\nu} \geq -1_{(\tau_\nu = T)} U_T - 1_{(\tau_\nu < T)} L_{\tau_\nu} \geq -U_{\tau_\nu} \\
&\geq \tilde{L}_{\tau_\nu}, \quad \mathbb{P}\text{-a.s.}
\end{align*}
\tag{6.66}
\]

For any \(n \in \mathbb{N}\), similar to (6.61), we can deduce from (6.65) that \(\mathbb{P}\)-a.s.

\[
\begin{align*}
\tilde{Y}_t^n &= \tilde{Y}_{\tau_\nu} + \int_t^{\tau_\nu} g_- (s, \tilde{Y}_s^n, \tilde{Z}_s^n)\,ds + n \int_t^{\tau_\nu} (\tilde{Y}_s^n - \tilde{L}_s)\,d\bar{s} - \int_t^{\tau_\nu} \tilde{Z}_s^n\,d\bar{s}, \quad \forall \ t \in [\nu, \tau_\nu].
\end{align*}
\]

As \(\mathbb{E}[\sup_{t \in [0, T]} |\tilde{Y}_t|^p + \sup_{t \in [0, T]} |\tilde{Y}_t|^p] < \infty, \quad \forall \ p \in (0, 1)\), using (6.66) and applying Proposition 5.2 yield that process \(\{\tilde{Y}_{\nu \vee (\tau_\nu \wedge T)}\}_{t \in [0, T]}\) has \(\mathbb{P}\)-a.s. continuous paths and there exist \((\tilde{Z}^\nu, \tilde{K}^\nu)\) \(\in \mathbb{H}^{2,0} \times \mathbb{D}^0\) such that \(\mathbb{P}\)-a.s.

\[
\begin{align*}
&\left\{ \begin{array}{l}
\tilde{L}_t \leq \tilde{Y}_t = \tilde{Y}_{\tau_\nu} + \int_t^{\tau_\nu} g_- (s, \tilde{Y}_s, \tilde{Z}_s^\nu)\,ds + \tilde{K}_{\tau_\nu}^\nu - \tilde{K}_t^\nu - \int_t^{\tau_\nu} \tilde{Z}_s^\nu\,d\bar{s}, \\
\quad \forall \ t \in [\nu, \tau_\nu], \\
\int_{\nu}^{\tau_\nu} (\tilde{Y}_t - \tilde{L}_t)\,d\tilde{K}_t^\nu = 0.
\end{array} \right.
\tag{6.67}
\end{align*}
\]

Since \(g_-\) satisfies (H4) and (H5) with the same function \(h\) as \(g\), an analogy to (6.63) shows that

\[
\mathbb{E} \left[ \left( \int_{\nu}^{T} |\tilde{Z}_t|^2\,dt \right)^{p/2} \right] \leq C_p \mathbb{E} \left[ \sup_{t \in [\nu, T]} |\tilde{Y}_t|^p \right] + C_p \left( \mathbb{E} \int_{\nu}^{T} h_t\,dt \right)^p < \infty,
\quad \forall \ p \in (0, 1).
\tag{6.68}
\]
Set \((\tilde{Y}, \tilde{Z}^v, \tilde{J}^v) = (-\hat{Y}, -\hat{Z}^v, -\hat{K}^v)\), it follows from (6.67) that \(\mathbb{P}\)-a.s.

\[
\begin{align*}
U_t \geq \tilde{Y}_t &= \tilde{Y}_{t^v} + \int_t^{\tau^v} g(s, \tilde{Y}_s, \tilde{Z}_s^v)ds - \tilde{J}_s^v + \tilde{J}_{t^v} - \int_t^{\tau^v} \tilde{Z}_s^v dB_s, \quad \forall t \in [\nu, \tau_v], \\
\int_{\nu}^{\tau_v} (U_t - \tilde{Y}_t)d\tilde{J}_t^v &= 0.
\end{align*}
\tag{6.69}
\]

(1c) Next, we show that except on a \(\mathbb{P}\)-null set \(\mathcal{N}_1\)

\[
L_t \leq \tilde{Y}_t = Y_t \leq U_t, \quad t \in [0, T].
\tag{6.70}
\]

Given \(n \in \mathbb{N}\), we set \(V^n_t := n \int_0^t (Y^n_s - L_s)^-ds - J^n_t\) and \(\tilde{V}^n_t := -n \int_0^t (\tilde{Y}^n_s - U_s)^+ds + K^n_t\), \(t \in [0, T]\). As \((Y^n, Z^n, J^n)\) solves (6.56) and \((\tilde{Y}^n, \tilde{Z}^n, \tilde{K}^n)\) solves RBSDE\((\tilde{\xi}, \tilde{g}_n, L)\), it holds \(\mathbb{P}\)-a.s. that

\[
Y^n_t \leq U_t \quad \text{and} \quad \tilde{Y}^n_t \geq L_t, \quad \forall t \in [0, T].
\tag{6.71}
\]

We can then deduce that \(\mathbb{P}\)-a.s.

\[
\begin{align*}
\int_{\tau}^{s} 1_{\{\nu \geq \tilde{Y}^n_s\}} (dV^n_r - d\tilde{V}^n_r) &\leq n \int_{\tau}^{s} 1_{\{\tilde{Y}^n_r \geq \tilde{Y}^n_s\}} ((Y^n_r - L_r)^- + (\tilde{Y}^n_r - U_r)^+)dr \\
&= n \int_{\tau}^{s} (1_{\{L_r \geq \tilde{Y}^n_r \geq Y^n_s\}} (Y^n_r - L_r)^-) + 1_{\{Y^n_s \geq \tilde{Y}^n_r \geq U_t\}} (\tilde{Y}^n_r - U_r)^+ )dr \\
&\leq n \int_{\tau}^{s} (1_{\{L_r \geq \tilde{Y}^n_r \geq Y^n_s\}} (Y^n_r - L_r)^-) + 1_{\{Y^n_s \geq \tilde{Y}^n_r \geq U_t\}} (\tilde{Y}^n_r - U_r)^+ )dr = 0, \quad \forall 0 \leq t < s \leq T.
\end{align*}
\]

Since \(Y^n_n = \tilde{Y}^n_n = \xi\), \(\mathbb{P}\)-a.s., applying Proposition 3.2 over period \([0, T]\) with \(g^1 = g^2 = g\), \((Y^1, Z^1, V^1) = (Y^n, Z^n, V^n)\) and \((Y^2, Z^2, V^2) = (\tilde{Y}^n, \tilde{Z}^n, \tilde{V}^n)\) yields that \(\mathbb{P}\{Y^n_t \leq \tilde{Y}^n_t, \forall t \in [0, T]\} = 1\). It follows that \(\mathbb{P}\)-a.s.

\[
Y_t = \lim_{n \to \infty} \uparrow Y^n_t \leq \lim_{n \to \infty} \downarrow \tilde{Y}^n_t = \tilde{Y}_t, \quad t \in [0, T].
\tag{6.72}
\]

On the other hand, let \(v \in T\). By (6.66),

\[
\tilde{Y}_{t_v \land \gamma_v} = 1_{\{t_v \geq \gamma_v\}} \tilde{Y}_{t_v} + 1_{\{t_v \leq \gamma_v\}} \tilde{Y}_{t_v} = 1_{\{t_v \geq \gamma_v\}} \tilde{Y}_{t_v} + 1_{\{t_v \leq \gamma_v, t_v < T\}} L_{t_v} + 1_{\{t_v = \gamma_v, t_v = T\}} \xi \\
\leq 1_{\{t_v \geq \gamma_v\}} U_{t_v} + 1_{\{t_v \leq \gamma_v, t_v < T\}} Y_{t_v} + 1_{\{t_v = \gamma_v = T\}} \xi = 1_{\{t_v > \gamma_v\}} Y_{t_v} + 1_{\{t_v \leq \gamma_v\}} Y_{t_v} \\
= Y_{t_v \land \gamma_v}, \quad \mathbb{P}\text{-a.s.}
\]

Also, we see from (6.69)and (6.62) that \(\mathbb{P}\)-a.s.

\[
\begin{align*}
\tilde{Y}_t &= \tilde{Y}_{t_v \land \gamma_v} + \int_t^{\tau_v \land \gamma_v} g(s, \tilde{Y}_s, \tilde{Z}_s^v)ds + \tilde{J}_s^v - \int_t^{\tau_v \land \gamma_v} \tilde{Z}_s^v dB_s, \\
Y_t &= Y_{t_v \land \gamma_v} + \int_t^{\tau_v \land \gamma_v} g(s, Y_s, Z_s^v)ds + K_{t_v \land \gamma_v} - K_t^v - \int_t^{\tau_v \land \gamma_v} Z_s^v dB_s, \\
\forall t \in [v, \tau_v \land \gamma_v].
\end{align*}
\]

Since both \(Y\) and \(\tilde{Y}\) are of class (D), using (6.63), (6.68) and applying Proposition 3.2 over stochastic interval \([v, \tau_v \land \gamma_v]\) with \((Y^1, Z^1, V^1) = (\tilde{Y}, \tilde{Z}^v, -\tilde{J}^v)\) and \((Y^2, Z^2, V^2) = (Y^n, Z^n, J^n)\) solves RBSDE\((\tilde{\xi}, \tilde{g}_n, L)\), it holds \(\mathbb{P}\)-a.s.

\[
\begin{align*}
\tilde{Y}_t &= \tilde{Y}_{t_v \land \gamma_v} + \int_t^{\tau_v \land \gamma_v} g(s, \tilde{Y}_s, \tilde{Z}_s^v)ds + \tilde{J}_s^v - \int_t^{\tau_v \land \gamma_v} \tilde{Z}_s^v dB_s, \\
Y_t &= Y_{t_v \land \gamma_v} + \int_t^{\tau_v \land \gamma_v} g(s, Y_s, Z_s^v)ds + K_{t_v \land \gamma_v} - K_t^v - \int_t^{\tau_v \land \gamma_v} Z_s^v dB_s,
\end{align*}
\]
\( (Y, Z^v, K^v) \) yield that \( \mathbb{P}\text{-a.s.}, \, \tilde{Y}_t \leq Y_t, \, \forall t \in [\nu, \tau_v \wedge \gamma_v] \). In particular, one has \( \tilde{Y}_v \leq Y_v, \, \mathbb{P}\text{-a.s.} \) as \( v \) varies over \( T \), the cross-section theorem (see Theorem IV.86 of [16]) and (6.71) imply that \( \mathbb{P}\text{-a.s.} \).

\[
L_t \leq \lim_{n \to \infty} \downarrow \tilde{Y}_t \leq \lim_{n \to \infty} \uparrow Y_t \leq U_t, \quad t \in [0, T],
\]

which together with (6.72) proves (6.70). In particular, we see from (6.62) and (6.69) that \( (Y, Z^v, K^v, 0) \) locally solves the doubly reflected BSDE over the stochastic interval \( \{ [v, \gamma_v] \} \) and \( (Y, \tilde{Z}^v, 0, \tilde{J}^v) = (\tilde{Y}, \tilde{Z}^v, 0, \tilde{J}^v) \) locally solves the doubly reflected BSDE over the stochastic interval \( \{ [v, \nu_v] \} \).

(1d) (construction of a solution by pasting)

For any \( n \in \mathbb{N} \) and \( t \in [0, T] \), set \( I^n_t := [(t - 2^{-n}) \vee 0, (t + 2^{-n}) \wedge T] \). Similar to (A.19), we can deduce from the continuity of \( Y^n \)’s, \( \tilde{Y}^n \)’s and (6.70) that \( \mathbb{P}\text{-a.s.} \).

\[
\lim_{n \to \infty} \uparrow \inf_{s \in I^n_t} Y_s = \lim_{n \to \infty} \uparrow \inf_{s \in I^n_t} Y^m_s \geq \lim_{m \to \infty} \uparrow \lim_{n \to \infty} \inf_{s \in I^n_t} Y^s_s = Y_t = \lim_{n \to \infty} \downarrow \lim_{m \to \infty} \inf_{s \in I^n_t} Y^m_s \geq \lim_{n \to \infty} \sup_{s \in I^n_t} \downarrow \lim_{m \to \infty} \inf_{s \in I^n_t} Y^m_s \geq \lim_{n \to \infty} \inf_{s \in I^n_t} Y_s, \quad \forall t \in [0, T],
\]

which shows that \( Y \) is a continuous process. So \( Y \in \cap_{p \in (0, 1)} \mathcal{S}^p \) by (6.58).

Let \( v_1 := 0 \), we recursively set stopping times \( v_\ell := \gamma_{v_\ell}, \, v_{\ell+1} := \tau_{v_\ell}, \, \ell \in \mathbb{N} \), and define processes

\[
Z_t := \sum_{\ell \in \mathbb{N}} 1_{\{ v_\ell \leq t \leq v_{\ell+1} \}} Z^v_\ell + 1_{\{ v_\ell \leq t \leq v_{\ell+1} \}} \tilde{Z}^v_\ell, \quad K_t := \sum_{\ell \in \mathbb{N}} \left( K^v_\ell \wedge \ell - K^v_{\ell \wedge \ell} \right),
\]

\[
J_t := \sum_{\ell \in \mathbb{N}} \left( \tilde{J}^v_{\ell \wedge \ell} - \tilde{J}^v_{\ell \wedge \ell} \right), \quad t \in [0, T].
\]

Since \( 1_{\{ v_\ell \leq t \leq v_{\ell+1} \}} \) are \( \mathbb{F} \)-adapted càdlàg processes (thus \( \mathbb{F} \)-predictable) for each \( \ell \in \mathbb{N} \), the process \( Z \) is \( \mathbb{F} \)-predictable. Also, it is clear that \( K \) and \( J \) are \( \mathbb{F} \)-adapted processes with \( K_0 = J_0 = 0 \).

Let \( \mathcal{N}_2 \) be the \( \mathbb{P} \)-null set such that for any \( \omega \in \mathcal{N}_2^c \), the paths \( L_t(\omega), U_t(\omega) \) are continuous and \( L_t(\omega) \leq U_t(\omega) \) for any \( t \in [0, T] \). By (6.60) and (6.66), it holds except on a \( \mathbb{P} \)-null set \( \mathcal{N}_3 \) that

\[
1_{\{ v_\ell \leq T \}} \tilde{Y}^v_\ell = 1_{\{ v_\ell \leq T \}} U^v_\ell \text{ and } 1_{\{ v_{\ell+1} < T \}} \tilde{Y}_{v_{\ell+1}} = 1_{\{ v_{\ell+1} < T \}} L_{v_{\ell+1}}, \quad \forall \ell \in \mathbb{N}.
\]

We claim that \( \{ v_n \}_{n \in \mathbb{N}} \) is stationary: more precisely, for any \( \omega \in (\mathcal{N}_1 \cup \mathcal{N}_2 \cup \mathcal{N}_3)^c \)

\[
T = v_{N_0}(\omega) \quad \text{for some } N_0 \in \mathbb{N}.
\]

Assume not, then it holds for some \( \omega \in (\mathcal{N}_1 \cup \mathcal{N}_2 \cup \mathcal{N}_3)^c \) that \( v_n(\omega) < T \) for each \( n \in \mathbb{N} \). Given \( n \in \mathbb{N} \), as \( v_n(\omega) \leq v'_n(\omega) \leq v_{n+1}(\omega) \) \( < T \), (6.74) shows that

\[
(Y_n^v(\omega) = (U_n^v(\omega) \text{ and } (Y_{n+1}^v)(\omega) = (\tilde{Y}_{v_{n+1}})(\omega) = (L_{v_{n+1}})(\omega). \]

(6.76)
Let $t_n = t_\ast(\omega) = \lim_{n \to \infty} \uparrow v_n(\omega) = \lim_{n \to \infty} \uparrow v'_n(\omega) \in [0, T]$. As $n \to \infty$ in (6.76), we see from the continuity of paths $L(\omega), U(\omega)$ and $Y(\omega)$ that
\[
L_{t_n}(\omega) = \lim_{n \to \infty} \left( L_{v_{n+1}}(\omega) = \lim_{n \to \infty} (\bar{Y}_{v_{n+1}})^\omega(\omega) = \bar{Y}_{t_n}(\omega) = Y_{t_n}(\omega) = \lim_{n \to \infty} (Y_{v'_n})^\omega(\omega) \right)
\]

A contradiction appears, so (6.75) holds. Then the three sums in (6.73) are finite sums. An analogous discussion to the one below (6.47) shows that $Z \in \mathbb{H}^{2,0}$ and $K, J \in \mathbb{L}^0$.

Let $\ell \in \mathbb{N}$ with $\ell \geq 2$. Similar to (6.48), we can deduce from (6.69), (6.62) and (6.70) that $\mathbb{P}$-a.s.
\[
K_t - J_t = \sum_{i=1}^{\ell-1} \left( K_{v'_i}^{v_i} - K_{v_i}^{v'_i} \right) - \sum_{i=1}^{\ell-1} \left( \bar{J}_{v_{i+1}}^{v'_i} - \bar{J}_{v'_i}^{v_i} \right) \\
= \sum_{i=1}^{\ell-1} \left( -Y_{v'_i}^{v_i} - Y_{v_i}^{v'_i} \right) - \int_{v_i}^{v'_i} g(s, Y_s, Z_s) ds \\
+ \int_{v_i}^{v'_i} Z_s^d B_s - \bar{Y}_{v_i}^{v_i} + \bar{Y}_{v_i}^{v'_i} \\
- \int_{v_i}^{v_{i+1}} g(s, \bar{Y}_s, \bar{Z}_s) ds + \int_{v_i}^{v_{i+1}} \bar{Z}_s d B_s \\
= \sum_{i=1}^{\ell-1} \left( -Y_{v_{i+1}}^{v_i} + Y_{v_i}^{v'_i} \right) - \int_{v_i}^{v_{i+1}} g(s, Y_s, Z_s) ds + \int_{v_i}^{v_{i+1}} Z_s d B_s \\
= -Y_t + Y_0 - \int_0^t g(s, Y_s, Z_s) ds + \int_0^t Z_s d B_s, \quad \forall t \in [0, v_\ell].
\]

It follows that $\mathbb{P}$-a.s.
\[
Y_t = Y_{v_\ell} + \int_0^{v_\ell} g(s, Y_s, Z_s) ds + K_{v_\ell} - K_t - J_{v_\ell} + J_t - \int_t^{v_\ell} Z_s d B_s,
\]
\[\forall t \in [0, v_\ell]. \quad (6.77)\]

Since the increment of $K$ over $[v_i, v'_i]$ is that of $K_{v_i}^{v'_i}$ over $[v_i, v'_i]$ ($K$ is constant over $[v_i, v_{i+1}]$) and the increment of $J$ over $[v'_i, v_{i+1}]$ is that of $J_{v'_i}^{v'_i}$ over $[v'_i, v_{i+1}]$ ($J$ is constant over $[v_i, v'_i]$), (6.69), (6.62) and (6.70) again imply that
\[
\int_0^{v_\ell} (Y_t - L_t) d K_t = \sum_{i=1}^{\ell-1} \int_{v_i}^{v'_i} (Y_t - L_t) d K_t = \sum_{i=1}^{\ell-1} \int_{v_i}^{v'_i} (Y_t - L_t) d K_{v_i}^{v'_i} = 0, \quad (6.78)\]
and
\[
\int_0^{v_\ell} (U_t - Y_t) d J_t = \int_0^{v_\ell} (U_t - \bar{Y}_t) d J_t = \sum_{i=1}^{\ell-1} \int_{v_i}^{v_{i+1}} (U_t - \bar{Y}_t) d J_t \\
= \sum_{i=1}^{\ell-1} \int_{v_i}^{v_{i+1}} (U_t - \bar{Y}_t) d J_{v'_i}^{v'_i} = 0, \quad \mathbb{P}$-a.s. \quad (6.79)\]

Clearly, $Y_T = \lim_{n \to \infty} \uparrow Y_n^T = \xi$, $\mathbb{P}$-a.s. Letting $\ell \to \infty$ in (6.77), (6.78) and (6.79), we see from (6.75) and (6.70) that $(Y, Z, K, J)$ solves DRBSDE$(\xi, g, L, U)$. 
(2) (Proof of (2.1)–(2.3)). Fix $\nu \in T$. We will simply denote $\tau^*_v$ by $\hat{T}$ and $\gamma^*_v$ by $\hat{\gamma}$. Since it holds $\mathbb{P}$-a.s. that

$$Y_t > L_t, \quad \forall t \in [v, \hat{T}) \quad \text{and} \quad Y_t < U_t, \quad \forall t \in [v, \hat{\gamma}),$$

the flat-off conditions in DRBSDE($\xi$, $g$, $L$, $U$) implies that $\mathbb{P}$-a.s.

$$K_t = K_v, \quad \forall t \in [v, \hat{T}) \quad \text{and} \quad J_t = J_v, \quad \forall t \in [v, \hat{\gamma}). \tag{6.80}$$

Let $\tau$, $\gamma \in T_{v,T}$, we see from (6.80) that $\mathbb{P}$-a.s.

$$Y_t = Y_{\hat{T} \land \gamma} + \int_t^{\hat{T} \land \gamma} g(s, Y_s, Z_s)ds - J_{\hat{T} \land \gamma} + J_t - \int_t^{\hat{T} \land \gamma} Z_s dB_s, \quad \forall t \in [v, \hat{T} \land \gamma].$$

As $Y_{\hat{T} \land \gamma} \in L^1(\mathcal{F}_{\hat{T} \land \gamma})$ by the uniform integrability of $\{Y_\gamma\}' \in T$, (A.2) shows that $\mathbb{P}$-a.s.

$$Y_t^{\hat{T} \land \gamma, Y_{\hat{T} \land \gamma}} = Y_{\hat{T} \land \gamma} + \int_t^{\hat{T} \land \gamma} g(s, Y_s^{\hat{T} \land \gamma, Y_{\hat{T} \land \gamma}}, Z_s^{\hat{T} \land \gamma, Y_{\hat{T} \land \gamma}})ds - \int_t^{\hat{T} \land \gamma} Z_s^{\hat{T} \land \gamma, Y_{\hat{T} \land \gamma}} dB_s, \quad \forall t \in [v, \hat{T} \land \gamma]. \tag{6.81}$$

Applying Proposition 3.2 with $(Y^1, Z^1, V^1) = (Y, Z, -J)$ and $(Y^2, Z^2, V^2) = (Y^{\hat{T} \land \gamma, Y_{\hat{T} \land \gamma}}, Z^{\hat{T} \land \gamma, Y_{\hat{T} \land \gamma}}, 0)$ yields that $\mathbb{P}$-a.s., $Y_t \leq Y_t^{\hat{T} \land \gamma, Y_{\hat{T} \land \gamma}}$ for any $t \in [v, \hat{T} \land \gamma]$. It follows that

$$Y_v \leq Y_v^{\hat{T} \land \gamma, Y_{\hat{T} \land \gamma}} = \mathcal{E}^g_{v,\hat{T} \land \gamma}[Y_{\hat{T} \land \gamma}], \quad \mathbb{P}$-a.s. \tag{6.82}$$

Similarly, we can deduce that

$$Y_v \geq \mathcal{E}^g_{v,\hat{T} \land \hat{\gamma}}[Y_{\hat{T} \land \hat{\gamma}}], \quad \mathbb{P}$-a.s., \tag{6.83}$$

proving (2.1).

The continuity of processes $Y$, $L$ and $U$ implies that $1_{\{\hat{T} < T\}}Y_{\hat{T}} = 1_{\{\hat{T} < T\}}L_{\hat{T}}$ and $1_{\{\hat{\gamma} < T\}}Y_{\hat{\gamma}} = 1_{\{\hat{\gamma} < T\}}U_{\hat{\gamma}}, \mathbb{P}$-a.s. It follows that $\mathbb{P}$-a.s.

$$R(\hat{T}, \gamma) = 1_{\{\hat{T} < \gamma\}}L_{\hat{T}} + 1_{\{\hat{T} = \gamma\}}L_{\hat{T}} + 1_{\{\hat{T} = T\}}\xi \geq 1_{\{\hat{T} < \gamma\}}Y_{\hat{T}} + 1_{\{\gamma \leq T\}}Y_{\hat{T}}, \tag{6.84}$$

and

$$R(\hat{T}, \hat{\gamma}) = 1_{\{\hat{T} < \hat{\gamma}\}}L_{\hat{T}} + 1_{\{\hat{T} \leq \hat{T}\}}L_{\hat{T}} + 1_{\{\hat{T} = \hat{\gamma}\}}\xi \leq 1_{\{\hat{T} < \hat{\gamma}\}}Y_{\hat{T}} + 1_{\{\hat{T} \leq \hat{T}\}}Y_{\hat{T}} + 1_{\{\hat{T} = \hat{T}\}}Y_{\hat{T}}, \tag{6.85}$$

Then (6.82), (6.83) and the monotonicity of $g$-evaluation show that

$$\mathcal{E}^g_{v,\hat{T} \land \gamma}[R(\tau, \gamma)] \leq \mathcal{E}^g_{v,\hat{T} \land \hat{\gamma}}[Y_{\hat{T} \land \hat{\gamma}}] \leq Y_v \leq \mathcal{E}^g_{v,\hat{T} \land \gamma}[Y_{\hat{T} \land \gamma}] \leq \mathcal{E}^g_{v,\hat{T} \land \gamma}[R(\hat{T}, \gamma)], \quad \mathbb{P}$-a.s.$

Taking essential supremum over $\tau \in T_{v,T}$ and essential infimum over $\gamma \in T_{v,T}$ respectively yields that

$$\text{esssup}_{\tau \in T_{v,T}} \text{essinf}_{\gamma \in T_{v,T}} \mathcal{E}^g_{v,\tau \land \gamma}[R(\tau, \gamma)] \leq \text{essinf}_{\gamma \in T_{v,T}} \text{esssup}_{\tau \in T_{v,T}} \mathcal{E}^g_{v,\tau \land \gamma}[R(\tau, \gamma)] \leq \text{esssup}_{\tau \in T_{v,T}} \mathcal{E}^g_{v,\tau \land \hat{\gamma}}[R(\tau, \hat{\gamma})]$$
\[ Y_v \leq \text{essinf}_{\gamma \in T_v, T} \mathcal{E}_v^{\xi, \gamma}[R(\tau, \gamma)] \]
\[ \leq \text{esssup}_{\tau \in T_v, T} \text{essinf}_{\gamma \in T_v, T} \mathcal{E}_v^{\xi, \gamma}[R(\tau, \gamma)], \quad \mathbb{P}\text{-a.s.} \quad (6.86) \]

By (6.80) again, it holds \( \mathbb{P}\text{-a.s.} \)

\[ Y_t = Y_{\hat{\tau} \wedge \hat{\gamma}} + \int_t^{\hat{\tau} \wedge \hat{\gamma}} g(s, Y_s, Z_s)ds - \int_t^{\hat{\tau} \wedge \hat{\gamma}} Z_s dB_s, \quad \forall t \in [v, \hat{\tau} \wedge \hat{\gamma}]. \]

Comparing it to (6.81) with \( \gamma = \hat{\gamma} \), we can deduce from applying Proposition 3.2 that \( \mathbb{P}\text{-a.s.} \)

\[ Y_t = Y_{\hat{\tau} \wedge \hat{\gamma}}, Y_{\xi \wedge \gamma} \text{ for any } t \in [v, \hat{\tau} \wedge \hat{\gamma}]. \]

Taking \( \gamma = \hat{\gamma} \) in (6.84) and \( \tau = \hat{\tau} \) in (6.85) yields that

\[ Y_t = Y_{\hat{\tau} \wedge \hat{\gamma}}, Y_{\xi \wedge \gamma} = \mathcal{E}_t^{\xi, \gamma}[Y_{\hat{\tau} \wedge \hat{\gamma}}] = \mathcal{E}_t^{\xi, \gamma}[R(\hat{\tau}, \hat{\gamma})], \quad \mathbb{P}\text{-a.s.}, \]

which together with (6.86) proves (2.2) and (2.3).

(3) (uniqueness) Let \((\mathcal{Y}, \mathcal{Z}, \mathcal{H}, \mathcal{J}) \in (\cap_{p \geq 0, 1} \mathbb{S}^p) \times \mathbb{H}^{2,0} \times \mathbb{K}^0 \times \mathbb{K}^0 \) be another solution of DRBSDE \((\xi, g, L, U)\) such that \( \mathcal{Y} \) is of class \((D)\). Since \( \mathcal{Y} \) also satisfies (2.3), it holds for any \( t \in [0, T] \) that

\[ \mathcal{Y}_t = \text{esssup} \text{essinf}_{\tau \in T_t, T} \mathcal{E}_t^{\xi, \tau \wedge \gamma}[R(\tau, \gamma)] = \text{essinf} \text{esssup}_{\tau \in T_t, T} \mathcal{E}_t^{\xi, \tau \wedge \gamma}[R(\tau, \gamma)] \]
\[ = Y_t, \quad \mathbb{P}\text{-a.s.} \quad (6.87) \]

The continuity of \( Y \) and \( \mathcal{Y} \) then shows that \( \mathbb{P}\text{-a.s.} \)

\[ \xi + \int_t^T g(s, Y_s, Z_s)ds + K_T - K_t - J_T + J_t - \int_t^T Z_s dB_s = Y_t = \mathcal{Y}_t \]
\[ = \xi + \int_t^T g(s, \mathcal{Y}_s, \mathcal{Z}_s)ds + \mathcal{H}_T - \mathcal{H}_t - \mathcal{J}_T + \mathcal{J}_t - \int_t^T \mathcal{Z}_s dB_s, \quad t \in [0, T]. \]

Comparing the martingale parts on both sides shows that

\[ Z_t = \mathcal{Z}_t, dt \otimes d\mathbb{P}\text{-a.s.}, \]

and it follows that \( \mathbb{P}\text{-a.s.} \)

\[ K_t - J_t = \mathcal{H}_t - \mathcal{J}_t, \quad t \in [0, T]. \quad (6.88) \]

The flat-off conditions in DRBSDE\((\xi, g, L, U)\) implies that \( \mathbb{P}\text{-a.s.} \)

\[ K_t = \int_0^t 1_{\{Y_s = L_s\}} dK_s, \quad \mathcal{H}_t = \int_0^t 1_{\{\mathcal{Y}_s = L_s\}} d\mathcal{H}_s, \quad J_t = \int_0^t 1_{\{Y_t = U_t\}} dJ_s \]
\[ \mathcal{J}_t = \int_0^t 1_{\{\mathcal{Y}_s = U_s\}} d\mathcal{J}_s, \quad t \in [0, T]. \quad (6.89) \]

As \( \mathbb{P}\{L_t < U_t, \quad \forall t \in [0, T]\} = 1 \), we can deduce that \( \mathbb{P}\text{-a.s.} \)

\[ \int_0^t 1_{\{Y_s = U_s\}} dK_s = \int_0^t 1_{\{Y_s = U_s\}} 1_{\{Y_s = L_s\}} dK_s = 0 \quad \text{and} \]
\[ \int_0^t 1_{\{\mathcal{Y}_s = U_s\}} d\mathcal{H}_s = \int_0^t 1_{\{\mathcal{Y}_s = U_s\}} 1_{\{\mathcal{Y}_s = L_s\}} d\mathcal{H}_s = 0, \quad t \in [0, T], \]
which together with (6.89), (6.87) and (6.88) leads to that $P$-a.s.

\[
J_t = \int_0^t \mathbf{1}_{\{Y_s = U_s\}} dJ_s + \int_0^t \mathbf{1}_{\{\mathbb{B}_s = U_s\}} d\mathbb{K}_s = \int_0^t \mathbf{1}_{\{Y_s = U_s\}} dJ_s + \int_0^t \mathbf{1}_{\{Y_s = U_s\}} d\mathbb{K}_s
\]

\[
= \int_0^t \mathbf{1}_{\{Y_s = U_s\}} dJ_s + \int_0^t \mathbf{1}_{\{Y_s = U_s\}} dK_s = \int_0^t \mathbf{1}_{\{\mathbb{B}_s = U_s\}} dJ_s + \int_0^t \mathbf{1}_{\{Y_s = U_s\}} dK_s
\]

\[
= \mathcal{J}_t, \quad t \in [0, T].
\]

Then it easily follows from (6.88) that $P$-a.s., $K_t = \mathcal{H}_t$, $\forall t \in [0, T]$. \qed
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Appendix

\begin{lemma}
Given $\xi \in L^1(\mathcal{F}_T)$, let $\xi \in L^1(\mathcal{F}_T)$ and let $g(t, \omega, y, z) = \mathbf{1}_{\{t \leq \tau(\omega)\}} g(t, \omega, y, z)$, \( (t, \omega, y, z) \in [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^d \) be a generator. Then one has

\[
P\{Y_t^{\tau, \xi} = Y_{t \land \tau}^{\xi}, \ \forall t \in [0, T]\} = 1 \quad \text{and} \quad Z_t^{\tau, \xi} = \mathbf{1}_{\{t \leq \tau\}} Z_t^{\tau, \xi}, \quad dt \otimes dP\text{-a.s.} \tag{A.1}
\]

(see (4.1) for the notation $(Y^{\tau, \xi}, Z^{\tau, \xi})$). In particular, it holds $P$-a.s. that

\[
Y_t^{\tau, \xi} = \xi + \int_t^\tau g(s, Y_s^{\tau, \xi}, Z_s^{\tau, \xi}) ds - \int_t^\tau Z_s^{\tau, \xi} dB_s, \quad \forall t \in [0, \tau]. \tag{A.2}
\]

\end{lemma}

\textbf{Proof.} Given $n \in \mathbb{N}$, we define a stopping time

\[
\gamma_n := \inf\left\{ t \in [0, T] : \int_0^t |Z_s^{\tau, \xi}|^2 ds > n \right\} \wedge T \in T. \tag{A.3}
\]

Since $Y_{\tau \land \gamma_n}^{\tau, \xi} = Y_{\tau \land \gamma_n}^{\tau, \xi} + \int_{\tau \land \gamma_n}^{\gamma_n} g(s, Y_s^{\tau, \xi}, Z_s^{\tau, \xi}) ds - \int_{\tau \land \gamma_n}^{\gamma_n} Z_s^{\tau, \xi} dB_s = Y_{\gamma_n}^{\tau, \xi} - \int_{\tau \land \gamma_n}^{\gamma_n} Z_s^{\tau, \xi} dB_s$, $P$-a.s., taking conditional expectation $E[\mathcal{F}_{\tau \land \gamma_n}]$ yields that $P$-a.s.

\[
Y_{\tau \land \gamma_n}^{\tau, \xi} = E\left[Y_{\gamma_n}^{\tau, \xi} | \mathcal{F}_{\tau \land \gamma_n}\right] = \mathbf{1}_{\{\tau \leq \gamma_n\}} E\left[Y_{\gamma_n}^{\tau, \xi} | \mathcal{F}_{\gamma_n}\right] + \mathbf{1}_{\{\tau > \gamma_n\}} E\left[Y_{\gamma_n}^{\tau, \xi} | \mathcal{F}_{\gamma_n}\right] = \mathbf{1}_{\{\tau \leq \gamma_n\}} E\left[Y_{\gamma_n}^{\tau, \xi} | \mathcal{F}_{\tau}\right] + \mathbf{1}_{\{\tau > \gamma_n\}} Y_{\gamma_n}^{\tau, \xi}. \tag{A.4}
\]

As $Z_t^{\tau, \xi} \in \cap_{\rho \in (0,1)} \mathbb{H}^{2, \rho} \subset \mathbb{H}^{2, 0}$, $\{\gamma_n\}_{n \in \mathbb{N}}$ is stationary. Letting $n \to \infty$, we can deduce from the uniform integrability of $\{Y_{\gamma_n}^{\tau, \xi}\}_{\gamma \in T}$ that

\[
Y_t^{\tau, \xi} = \mathbf{1}_{\{t \leq \tau\}} E\left[Y_{\gamma_n}^{\tau, \xi} | \mathcal{F}_\tau\right] + \mathbf{1}_{\{t > \tau\}} Y_{\gamma_n}^{\tau, \xi} = E\left[Y_t^{\tau, \xi} | \mathcal{F}_\tau\right] = E\left[\xi | \mathcal{F}_\tau\right] = \xi, \quad P\text{-a.s.}
\]
Then it follows that $\mathbb{P}$-a.s.
\[
Y_{\tau \wedge t}^{\xi,\bar{g}} = Y_{\tau}^{\xi,\bar{g}} + \int_{\tau \wedge t}^{T} 1_{\{s \leq \tau\}} g\left(s, Y_{s}^{\tau,\bar{g}}, Z_{s}^{\tau,\bar{g}}\right) ds - \int_{\tau \wedge t}^{T} Z_{s}^{\tau,\bar{g}} dB_{s}.
\]
which shows that $\left\{(Y_{\tau \wedge t}^{\xi,\bar{g}}, 1_{\{t \leq \tau\}} Z_{t}^{\tau,\bar{g}})\right\}_{t \in [0,T]}$ also solves BSDE$(\xi, g_{\tau})$. Clearly, $\{Y_{\tau \wedge t}^{\xi,\bar{g}}\}_{t \in [0,T]}$ is an $\mathcal{F}$-adapted continuous process such that $\mathbb{E}[\sup_{t \in [0,T]} |Y_{\tau \wedge t}^{\xi,\bar{g}}|^p] \leq \mathbb{E}[\sup_{t \in [0,T]} |Y_{\tau}^{\xi,\bar{g}}|^p] < \infty$ for any $p \in (0, 1)$ and that $\{Y_{\tau}^{\xi,\bar{g}}\}_{\tau \in \mathcal{F}_{0,T}}$ is uniformly integrable. As $\{1_{\{t \leq \tau\}} Z_{t}^{\tau,\bar{g}}\}_{t \in [0,T]}$ is an $\mathcal{F}$-adapted càdlàg process (and thus $\mathcal{F}$-predictable), we see that $\{1_{\{t \leq \tau\}} Z_{t}^{\tau,\bar{g}}\}_{t \in [0,T]}$ is an $\mathcal{F}$-predictable process satisfying $\mathbb{E}\left[\left(\int_{0}^{T} 1_{\{t \leq \tau\}} |Z_{t}^{\tau,\bar{g}}|^2 dt\right)^{p/2}\right] \leq \mathbb{E}\left[\left(\int_{0}^{T} |Z_{t}^{\tau,\bar{g}}|^2 dt\right)^{p/2}\right] < \infty$ for any $p \in (0, 1)$, hence, by the uniqueness of solution of BSDE$(\xi, g_{\tau})$, (A.1) holds.

Moreover, (A.5) can be alternatively expressed as: $\mathbb{P}$-a.s.
\[
Y_{\tau \wedge t}^{\xi,\bar{g}} = \xi + \int_{\tau \wedge t}^{\tau} g\left(s, Y_{s}^{\tau,\bar{g}}, Z_{s}^{\tau,\bar{g}}\right) ds - \int_{\tau \wedge t}^{\tau} Z_{s}^{\tau,\bar{g}} dB_{s}, \quad t \in [0, T],
\]
which leads to (A.2). \qed

**Lemma A.2.** Let $g : [0, T] \times \Omega \times \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a $\mathcal{P} \otimes \mathcal{B}(\mathbb{R}) \otimes \mathcal{B}(\mathbb{R}^{d}) / \mathcal{B}(\mathbb{R})$-measurable function satisfying (H1) and (H4). Given $\nu, \tau \in \mathcal{T}$ with $\nu \leq \tau$, let $(Y, Z, K) \in \mathbb{S}^{0} \times \mathbb{S}^{2,0} \times \mathbb{K}^{0}$ satisfy that $\mathbb{P}$-a.s.
\[
Y_{t} = Y_{\tau} + \int_{t}^{\tau} g\left(s, Y_{s}, Z_{s}\right) ds + K_{\tau} - K_{t} - \int_{t}^{\tau} Z_{s} dB_{s}, \quad \forall t \in [\nu, \tau]. \tag{A.6}
\]
If $\mathbb{E}[|Y_{\nu}|] < \infty$, then for any $p \in (0, \infty)$, $\mathbb{E}\left[\left(\int_{\nu}^{\tau} |Z_{s}|^{2} dt\right)^{p/2}\right] + \mathbb{E}\left[(K_{\tau} - K_{\nu})^{p}\right] \leq C_{p} \mathbb{E}\left[\sup_{t \in [\nu, \tau]} |Y_{t}|^{p}\right] + C_{p} \mathbb{E}\left[\left(\int_{\nu}^{\tau} h_{t} dt\right)^{p}\right].$

**Proof.** Let $\mathbb{E}[|Y_{\nu}|] < \infty$ and fix $p \in (0, \infty)$. By the Burkholder–Davis–Gundy inequality, there exists $c_{p} > 0$ such that for any continuous local martingale $M$
\[
\mathbb{E}\left[(M_{t})^{p}\right] \leq c_{p} \mathbb{E}\left[(M_{\tau})^{p/2}\right] \quad \text{and} \quad \mathbb{E}\left[(M_{t})^{p/2}\right] \leq c_{p} \mathbb{E}\left[(M_{\tau})^{p/4}\right]. \tag{A.7}
\]
Set $\Psi := \sup_{t \in [\nu, \tau]} |Y_{t}|$ and suppose $\mathbb{E}[\Psi^{p}] < \infty$, otherwise the result trivially holds. We let $n \in \mathbb{N}$ and define a stopping time $\tau_{n} := \inf\{t \in [\nu, \tau] : \int_{\nu}^{t} |Z_{s}|^{2} ds > n\}$ and $\tau \in \mathcal{T}$. It is clear that $\nu \leq \tau_{n} \leq \tau$. Since (H1), (H4) and Hölder’s inequality imply that
\[
K_{\tau_{n}} - K_{\nu} = Y_{\tau_{n}} - Y_{\nu} - \int_{\nu}^{\tau_{n}} g\left(t, Y_{t}, Z_{t}\right) dt + \int_{\nu}^{\tau_{n}} Z_{t} dB_{t} \leq 2 \Psi + \int_{\nu}^{\tau_{n}} (h_{t} + \kappa |Y_{t}| + \kappa |Z_{t}|) dt + \int_{0}^{\tau_{n}} 1_{\{|Z_{s}| \leq \tau_{n}\}} Z_{s} dB_{s}.
\]
\[ \leq (2 + \kappa T) \Psi + \int_0^\tau h_t \mathrm{d}t + \kappa \sqrt{T} \left( \int_0^\tau |Z_t|^2 \mathrm{d}t \right)^{1/2} \]

\[ + \sup_{t \in [0,T]} \left| \int_0^t 1_{[v \leq s \leq \tau_n]} Z_s \mathrm{d}B_s \right|, \quad \mathbb{P}\text{-a.s.}, \]

taking the expectation of \( p \)th power, we can deduce from (1.5) and (A.7) that

\[ \mathbb{E} \left[ (K_{\tau_n} - K_\tau)^p \right] \leq (1 \vee 4^{p-1}) \left\{ (2 + \kappa T)^p \mathbb{E} \left[ \Psi^p \right] + \mathbb{E} \left[ \left( \int_0^\tau h_t \mathrm{d}t \right)^p \right] \right. \]
\[ + \left. (\kappa^p T^{p/2} + \epsilon_p) \mathbb{E} \left[ \left( \int_0^\tau |Z_t|^2 \mathrm{d}t \right)^{p/2} \right] \right\}. \quad (A.8) \]

As \( \mathbb{E}[|Y_v|] < \infty \), Corollary 3.1 implies that there exists a unique \( \widetilde{Z} \in \cap_{p \in (0,1]} \mathbb{H}^{2,p} \) such that

\[ \mathbb{P} \{ \mathbb{E}[Y_v | \mathcal{F}_v] = \mathbb{E}[Y_v] + \int_0^\tau \widetilde{Z}_s \mathrm{d}B_s, \quad \forall t \in [0,T] \} = 1. \]

Similar to (6.3), (A.6) shows that \( \mathbb{P}\text{-a.s.} \)

\[ \widetilde{Y}_t := \mathbb{E}[Y_t | \mathcal{F}_{v \wedge t}] + Y_{v \wedge (t \wedge \tau)} - Y_v = \mathbb{E}[Y_v] - \int_0^t 1_{[v < s \leq \tau]} g(s, Y_s, Z_s) \mathrm{d}s \]
\[ - \int_0^t 1_{[v < s \leq \tau]} dK_s + \int_0^t (1_{[s \leq v]} \widetilde{Z}_s + 1_{[v < s \leq \tau]} Z_s) dB_s, \quad t \in [0,T]. \quad (A.9) \]

So \( \widetilde{Y} \) is an \( \mathbf{F} \)-adapted continuous process, i.e. \( \widetilde{Y} \in \mathbb{S}^0 \).

Set \( a := 2(\kappa + \kappa^2) \) and \( \delta := \left[ 3(1 \vee 4^{p/2-1})(1 \vee 4^{p-1}) \left( \kappa^p T^{p/2} + \epsilon_p \right) \right]^{-2/p} \). Applying Itô’s formula to process \( \left\{ e^{at} |\widetilde{Y}_t|^2 \right\}_{t \in [0,T]} \), we can deduce from (A.9) that \( \mathbb{P}\text{-a.s.} \)

\[ e^{at} |\widetilde{Y}_t|^2 = (\mathbb{E}[Y_v])^2 + a \int_0^t e^{as} |\widetilde{Y}_s|^2 \mathrm{d}s - 2 \int_0^t 1_{[v < s \leq \tau]} e^{as} \widetilde{Y}_s g(s, Y_s, Z_s) \mathrm{d}s \]
\[ + \int_0^t e^{as} \left( 1_{[s \leq v]} |\widetilde{Z}_s|^2 + 1_{[v < s \leq \tau]} |Z_s|^2 \right) \mathrm{d}s \]
\[ - 2 \int_0^t 1_{[v < s \leq \tau]} e^{as} \widetilde{Y}_s dK_s + 2 \int_0^t e^{as} \widetilde{Y}_s \left( 1_{[s \leq v]} |\widetilde{Z}_s| + 1_{[v < s \leq \tau]} |Z_s| \right) dB_s, \quad t \in [0,T]. \]

An analogy to (6.6) shows that \( \widetilde{Y}_t = Y_t, \forall t \in [v, \tau] \). Hence, it holds \( \mathbb{P}\text{-a.s.} \) that

\[ e^{at} |Y_t|^2 = e^{at} |\widetilde{Y}_t|^2 = e^{at} |\widetilde{Y}_t|^2 + a \int_0^t e^{as} |\widetilde{Y}_s|^2 \mathrm{d}s - 2 \int_0^t 1_{[v < s \leq \tau]} e^{as} \widetilde{Y}_s g(s, Y_s, Z_s) \mathrm{d}s \]
\[ - 2 \int_0^t 1_{[v < s \leq \tau]} e^{as} \widetilde{Y}_s dK_s + 2 \int_0^t e^{as} \widetilde{Y}_s \left( 1_{[s \leq v]} |\widetilde{Z}_s| + 1_{[v < s \leq \tau]} |Z_s| \right) dB_s \]
\[ + \int_0^t e^{as} \left( 1_{[s \leq v]} |\widetilde{Z}_s|^2 + 1_{[v < s \leq \tau]} |Z_s|^2 \right) \mathrm{d}s \]
\[ = e^{at} |Y_v|^2 + \int_0^t e^{as} \left( a |Y_s|^2 + |Z_s|^2 - 2 Y_s g(s, Y_s, Z_s) \right) \mathrm{d}s \]
\[ - 2 \int_0^t e^{as} Y_s dK_s + 2 \int_0^t e^{as} Y_s Z_s dB_s, \quad \forall t \in [v, \tau]. \quad (A.10) \]
Then (H1) and (H4) imply that $\mathbb{P}$-a.s.

$$
e^{a_s}|Y_v|^2 + \int_v^{\tau_n} e^{a_s} (a|Y_s|^2 + |Z_s|^2) \, ds
= e^{a_s} |Y_{\tau_n}|^2 + 2 \int_v^{\tau_n} e^{a_s} Y_s g(s, Y_s, Z_s) \, ds + 2 \int_v^{\tau_n} e^{a_s} Y_s dK_s - 2 \int_v^{\tau_n} e^{a_s} Y_s Z_s dB_s
\leq e^{a_T} \psi^2 + 2 \int_v^{\tau_n} e^{a_s} \left(|Y_s| h_s + \kappa |Y_s|^2 + \kappa |Y_s||Z_s|\right) \, ds + 2 e^{a_T} \psi (K_{\tau_n} - K_v)
+ \frac{2}{\delta} \int_0^T 1_{\{v \leq s \leq \tau_n\}} e^{a_s} Y_s Z_s dB_s
\leq \left(1 + \frac{2}{\delta}\right) e^{a_T} \psi^2 + 2 e^{a_T} \psi \cdot \int_v^\tau h_s ds + 2(\kappa + \kappa^2) \int_v^{\tau_n} e^{a_s} |Y_s|^2 \, ds
+ \frac{1}{2} \int_v^{\tau_n} e^{a_s} |Z_s|^2 \, ds + \frac{\delta}{2} (K_{\tau_n} - K_v)^2 + 2 \left| \int_0^T 1_{\{v \leq s \leq \tau_n\}} e^{a_s} Y_s Z_s dB_s \right|.
$$

It follows that $\mathbb{P}$-a.s.

$$
\int_v^{\tau_n} |Z_s|^2 \, ds \leq \int_v^{\tau_n} e^{a_s} |Z_s|^2 \, ds \leq \left(4 + \frac{4}{\delta}\right) e^{a_T} \psi^2 + 2 \left(\int_v^\tau h_t \, dt\right)^2
+ \frac{\delta}{2} (K_{\tau_n} - K_v)^2 + 4 \sup_{t \in [0, T]} \left| \int_0^t 1_{\{v \leq s \leq \tau_n\}} e^{a_s} Y_s Z_s dB_s \right|.
$$

Taking the expectation of $p/2$th power, we can deduce from (1.5) and (A.8) that

$$
\mathbb{E} \left[ \left(\int_v^{\tau_n} |Z_s|^2 \, ds\right)^{p/2} \right]
\leq (1 \vee 4^{p/2-1}) \left\{ \left(4 + \frac{4}{\delta}\right)^{p/2} e^{a_T} \mathbb{E} \left[ \psi^p \right] + 2^{p/2} \mathbb{E} \left[ \left(\int_v^\tau h_t \, dt\right)^p \right] \right\}
+ \frac{\delta^{p/2}}{2} \mathbb{E} \left[ (K_{\tau_n} - K_v)^p \right] + 4^{p/2} c_p \mathbb{E} \left[ \left(\int_v^{\tau_n} e^{a_T} |Y_t|^2 |Z_t|^2 \, dt\right)^{p/4} \right]
\leq C_p \mathbb{E} \left[ \psi^p \right] + C_p \mathbb{E} \left[ \left(\int_v^\tau h_t \, dt\right)^p \right] + \frac{1}{3} \mathbb{E} \left[ \left(\int_v^{\tau_n} |Z_s|^2 \, ds\right)^{p/2} \right]
+ C_p \mathbb{E} \left[ (\psi)^{p/2} \left(\int_v^{\tau_n} |Z_s|^2 \, ds\right)^{p/4} \right]
\leq C_p \mathbb{E} \left[ \psi^p \right] + C_p \mathbb{E} \left[ \left(\int_v^\tau h_t \, dt\right)^p \right] + \frac{2}{3} \mathbb{E} \left[ \left(\int_v^{\tau_n} |Z_s|^2 \, ds\right)^{p/2} \right].
$$

So

$$
\mathbb{E} \left[ (\int_v^{\tau_n} |Z_s|^2 \, ds)^{p/2} \right] \leq C_p \mathbb{E} \left[ \psi^p \right] + C_p \mathbb{E} \left[ (\int_v^\tau h_t \, dt)^p \right],
$$

which together with (A.8) shows that

$$
\mathbb{E} \left[ \left(\int_v^{\tau_n} |Z_s|^2 \, ds\right)^{p/2} \right] + \mathbb{E} \left[ (K_{\tau_n} - K_v)^p \right]
\leq C_p \mathbb{E} \left[ \psi^p \right] + C_p \mathbb{E} \left[ \left(\int_v^\tau h_t \, dt\right)^p \right],
$$

(A.11)
As $Z \in \overline{H}^{2,0}$, it holds for $P$-a.s. $\omega \in \Omega$ that $\tau(\omega) = \tau_{N_\omega}(\omega)$ for some $N_\omega \in \mathbb{N}$. Then letting $n \to \infty$ in (A.11), we can apply the monotone convergence theorem to obtain the conclusion. □

**Lemma A.3.** Let $X$ be an $F$-optional process with $P$-a.s. right upper semi-continuous paths (i.e., for any $\omega \in \Omega$ except a $P$-null set $N_X$, $X_t \geq \limsup_{s \downarrow t} X_s$, $\forall t \in [0, T]$). If $X_\nu \leq X_\tilde{\nu}$, $P$-a.s. for any $\nu, \tilde{\nu} \in T$ with $\nu \leq \tilde{\nu}$, $P$-a.s., then $X$ is an increasing process.

**Proof.** Set $D_k := \left\{ t^k \in \mathbb{R} \cap T \right\}_{i=0}^{2^{k+1T}}$, $\forall k \in \mathbb{N}$ and $D := \bigcup_{k \in \mathbb{N}} D_k$. Given $t \in [0, T)$, we define $X_t := \lim_{n \to \infty} \inf s \in \Theta^n \in X_s$, where $\Theta^n := D \cap (t, (t + 2^{-n}) \cap T]$. Clearly,

$$\Theta^n_t = \bigcup_{k \geq n} \Theta^{n,k}_t, \quad \text{where } \Theta^{n,k}_t := D_k \cap (t, (t + 2^{-n}) \cap T].$$

(A.12)

For any $m, n \in \mathbb{N}$ with $m < n$, since $\Theta^n$ is a countable subset of $(t, (t + 2^{-n}) \cap T]$, the random variable $\inf s \in \Theta^n \in X_s$ is clearly $F_{t+2^{-n}} \cap T$-measurable. So $X_t = \lim_{n \to \infty} \inf s \in \Theta^n \in X_s \in F_t \cap t+2^{-m} \cap T$. As $m \to \infty$, the right-continuity of the filtration $F$ shows that

$$X_t \in \bigcap_{m \in \mathbb{N}} F_{t+2^{-m} \cap T} = F_{t+} = F_t.$$ (A.13)

(1) Additionally setting $X_T := X_T \in F_T$, we first show the process $X$ is $F$-progressively measurable.

For any $t \in [0, T)$, $c \in \mathbb{R}$ and $n, k \in \mathbb{N}$ with $k > n$, since it holds for $i = 0, \ldots, 2^k t$, and any $s \in [t^k, t^{k+1}] \cap [0, t]$, we can deduce that

$$\left\{ (s, \omega) \in [0, t] \times \Omega : \min_{r \in \Theta^{n,k}_t} X_r(\omega) \geq c \right\}$$

$$= \bigcup_{i=0}^{2^k t} \left\{ (s, \omega) \in \left([t^k, t^{k+1}] \cap [0, t]\right) \times \Omega : \min_{r \in \Theta^{n,k}_t} X_r(\omega) \geq c \right\}$$

$$= \bigcup_{i=0}^{2^k t} \left\{ (s, \omega) \in \left([t^k, t^{k+1}] \cap [0, t]\right) \times \Omega : X_r(\omega) \geq c \right\}$$

$$= \bigcup_{i=0}^{2^k t} \left\{ (s, \omega) \in \left([t^k, t^{k+1}] \cap [0, t]\right) \times \left\{ X_r(\omega) \geq c \right\} \right\} \in \mathcal{B}([0, t]) \otimes F_{t+2^{-n} \cap T}.$$

(A.14)

Now, let $\tilde{t} \in [0, T)$ and $\tilde{c} \in \mathbb{R}$. If $\tilde{t} = 0$, then (A.13) shows that $\left\{ (s, \omega) \in [0, \tilde{t}] \times \Omega : X_r(\omega) > \tilde{c} \right\} = [0] \times \{ X_0 > \tilde{c} \} \in \mathcal{B}([0]) \otimes F_0$; if $\tilde{t} > 0$, for any $m > m_0 := \left\lfloor \frac{\ln \tilde{t}}{\ln 2} \right\rfloor$, we can deduce from (A.14) and (A.12) that

$$\left\{ (s, \omega) \in [0, \tilde{t} - 2^{-m}] \times \Omega : X_r(\omega) > \tilde{c} \right\}$$

$$= \left\{ (s, \omega) \in [0, \tilde{t} - 2^{-m}] \times \Omega : \lim_{n \to \infty} \inf_{r \in \Theta^n} X_r(\omega) > \tilde{c} \right\}$$

$$= \left\{ (s, \omega) \in [0, \tilde{t} - 2^{-m}] \times \Omega : \lim_{n \to \infty} \inf_{r \in \Theta^n} X_r(\omega) > \tilde{c} \right\}$$

for $\forall m \in \mathbb{N}$. Therefore, the process $X$ is $F$-progressively measurable and non-decreasing.
\[
\begin{align*}
&= \bigcup_{n > m} \left\{(s, \omega) \in [0, \tilde{t} - 2^{-m}] \times \Omega : \inf_{r \in \Theta_{s}^{n}} X_{r}(\omega) > \tilde{c}\right\} \\
&= \bigcup_{n > m} \bigcup_{\ell \in \mathbb{N}} \left\{(s, \omega) \in [0, \tilde{t} - 2^{-m}] \times \Omega : \inf_{r \in \Theta_{s}^{n}} X_{r}(\omega) \geq \tilde{c} + 1/\ell\right\} \\
&= \bigcup_{n > m} \bigcup_{\ell \in \mathbb{N}} \bigcap_{k > n} \left\{(s, \omega) \in [0, \tilde{t} - 2^{-m}] \times \Omega : \min_{r \in \Theta_{s}^{n,k}} X_{r}(\omega) \geq \tilde{c} + 1/\ell\right\} \\
&\quad \in \mathcal{B} \left([0, \tilde{t} - 2^{-m}]\right) \otimes \mathcal{F}_{\tilde{t}},
\end{align*}
\]

which together with (A.13) shows that
\[
\begin{align*}
\{ (s, \omega) &\in [0, \tilde{t}] \times \Omega : X_{s}(\omega) > \tilde{c} \} \\
= &\left\{ (s, \omega) \in \left( \bigcup_{m > m_{0}} [0, \tilde{t} - 2^{-m}] \right) \times \Omega : X_{s}(\omega) > \tilde{c} \right\} \\
&\cup \left\{ (s, \omega) \in [\tilde{t}] \times \Omega : X_{s}(\omega) > \tilde{c} \right\} \\
= &\left( \bigcup_{m > m_{0}} \left\{ (s, \omega) \in [0, \tilde{t} - 2^{-m}] \times \Omega : X_{s}(\omega) > \tilde{c} \right\} \right) \\
&\cup \left( [\tilde{t}] \times \left\{ X_{\tilde{t}} > \tilde{c} \right\} \right) \in \mathcal{B} \left([0, \tilde{t}]\right) \otimes \mathcal{F}_{\tilde{t}}.
\end{align*}
\]

So \( \Lambda := \left\{ E \subseteq \mathbb{R} : \{ (s, \omega) \in [0, \tilde{t}] \times \Omega : X_{s}(\omega) \in E \} \in \mathcal{B} \left([0, \tilde{t}]\right) \otimes \mathcal{F}_{\tilde{t}} \right\} \) contains all open sets of form \((c, \infty)\), which generates \( \mathcal{B}(\mathbb{R}) \). Clearly, \( \Lambda \) is a \( \sigma \)-field of \( \mathbb{R} \). It follows that \( \mathcal{B}(\mathbb{R}) \subseteq \Lambda \), i.e. \( \{ (s, \omega) \in [0, \tilde{t}] \times \Omega : X_{s}(\omega) \in E \} \in \mathcal{B} \left([0, \tilde{t}]\right) \otimes \mathcal{F}_{\tilde{t}} \) for any \( E \in \mathcal{B}(\mathbb{R}) \). Hence, \( X \) is \( \mathcal{F} \)-progressively measurable.

(2) Fix \( \ell \in \mathbb{N} \). Since both \( X \) and \( X \) are \( \mathcal{F} \)-progressively measurable, the Debut theorem shows that
\[
\tau_{\ell} := \inf\{ t \in [0, T) : X_{t} \leq X_{t} - 1/\ell \} \wedge T
\]
defines a stopping time, i.e. \( \tau_{\ell} \in T \). We claim that \( A_{\ell} := \{ \tau_{\ell} < T \} \in \mathcal{F}_{T} \) is a \( \mathbb{P} \)-null set: Assume not, so \( A_{\ell} \cap \mathcal{N}_{X} \) is not empty. Let \( \omega \in A_{\ell} \cap \mathcal{N}_{X} \) and set \( s := \tau_{\ell}(\omega) \). There exists \( \{ s_{i} \}_{i \in \mathbb{N}} \subseteq [s, T) \) with \( \lim_{i \to \infty} s_{i} = s \) such that
\[
X_{s_{i}}(\omega) \leq X_{s_{i}}(\omega) - 1/\ell, \quad \forall i \in \mathbb{N}.
\]  
(A.15)

Given \( m \in \mathbb{N} \), we can find some \( \tilde{i} = \tilde{i}(m) \in \mathbb{N} \) and \( \tilde{\omega} = \tilde{\omega}(m) \geq m \) such that for any \( i \geq \tilde{i} \) and \( n \geq \tilde{n}, (s_{i}, (s_{i} + 2^{-n}) \wedge T) \subseteq (s, (s + 2^{-m}) \wedge T) \) and thus
\[
\Theta_{s_{i}}^{m} = \left( \bigcup_{k > n} D_{k} \right) \cap (s_{i}, (s_{i} + 2^{-n}) \wedge T) \subseteq \left( \bigcup_{k > m} D_{k} \right) \cap (s, (s + 2^{-m}) \wedge T) = \Theta_{s}^{m}.
\]

It follows that \( \inf_{r \in \Theta_{s}^{m}} X_{r}(\omega) \leq \inf_{r \in \Theta_{s_{i}}^{m}} X_{r}(\omega) \). Letting \( n \to \infty \), we see that \( \inf_{r \in \Theta_{s}^{m}} X_{r}(\omega) \leq X_{s_{i}}(\omega) \). As \( i \to \infty \), (A.15) and the right upper semi-continuity of \( X(\omega) \) imply that
\[
\begin{align*}
\inf_{r \in \Theta_{s}^{m}} X_{r}(\omega) &\leq \lim_{i \to \infty} X_{s_{i}}(\omega) \leq \lim_{i \to \infty} X_{s_{i}}(\omega) - 1/\ell \\
&\leq \lim_{r \to \infty} X_{r}(\omega) - 1/\ell \leq X_{s}(\omega) - 1/\ell.
\end{align*}
\]

Now, letting \( m \to \infty \) yields that \( X_{s}(\omega) \leq X_{s}(\omega) - 1/\ell \), which shows that
\[
X_{\tau_{\ell}} \leq X_{\tau_{\ell}} - 1/\ell \quad \text{on} \ A_{\ell} \cap \mathcal{N}_{X}.
\]  
(A.16)
The \( \mathcal{F} \)-optional measurability of \( X \) implies that of the stopped process \( \{X_{t \wedge \ell}\}_{t \in [0, T]} \) (see e.g. Corollary 3.24 of [33]), so \( X_{t \wedge \ell}^\ell := \mathds{1}_{\{X_{t \wedge \ell} \leq X_t\}} , t \in [0, T] \) is also an \( \mathcal{F} \)-optional process. Since \( X_{t \wedge \ell}^\ell = \mathds{1}_{\{X_{t \wedge \ell} \leq X_t\}} = 1 \), \( \mathbb{P} \)-a.s. for any \( v \in T \), the cross-section theorem (see Theorem IV.86 of [16]) shows that for any \( \omega \in \Omega \) except on a \( \mathbb{P} \)-null set \( \mathcal{N}_\ell \),

\[
X_{t \wedge \ell}^\ell (\omega) = 1 \quad \text{or} \quad (X_{t \wedge \ell}) (\omega) \leq X_t (\omega), \quad \forall t \in [0, T] .
\]

Let \( \omega \in A_\ell \setminus (\mathcal{N}_X \cup \mathcal{N}_\ell) \). As \( (X_{t \wedge \ell} (\omega), \omega) \leq X (t, \omega), \forall t \in [\tau_\ell (\omega), T] \) by (A.17), we can deduce from (A.16) that

\[
X (\tau_\ell (\omega), \omega) \leq X (\tau_\ell (\omega), \omega) \leq X (\tau_\ell (\omega), \omega) - 1 / \ell .
\]

An contradiction appears, so \( 0 = \mathbb{P} (A_\ell) = \mathbb{P} \{X_t \leq X_t - 1 / \ell \text{ for some } t \in [0, T]\} \). Letting \( \ell \to \infty \) yields that \( \mathbb{P} \{X_t < X_t \text{ for some } t \in [0, T]\} = \lim_{\ell \to \infty} \uparrow \mathbb{P} \{X_t \leq X_t - 1 / \ell \text{ for some } t \in [0, T]\} = 0 \), which together with the right upper semi-continuity of \( X \) shows that except on a \( \mathbb{P} \)-null set \( \mathcal{N} \)

\[
X_t \geq X_t \geq \lim_{n \to \infty} \sup_{s \in (t, (t + 2^{-n}) \wedge T)} X_s \geq \lim_{n \to \infty} \sup_{s \in \Theta^\ell_t} X_s
\]

\[
\geq \lim_{n \to \infty} \inf_{s \in \Theta^\ell_t} X_s = X_{t'} , \quad \forall t \in [0, T] .
\]

To wit, it holds for any \( \omega \in \Omega^c \) that

\[
X_t (\omega) = \lim_{s \downarrow t} \inf_{s \in \Theta^\ell_t} X_s , \quad \forall t \in [0, T] .
\]

Set \( \tilde{\mathcal{N}} : = \mathcal{N} \cup (\bigcup_{s, s' \in \mathcal{D}, s < s'} \{X_s > X_{s'}\} ) \), which is also a \( \mathbb{P} \)-null set. Given \( \omega \in \tilde{\mathcal{N}}^c \) and \( t, t' \in [0, T] \) with \( t < t' \), let \( \{s_n\}_{n \in \mathbb{N}} \subseteq \mathcal{D} \cap (t, t') \) with \( \lim_{n \to \infty} s_n \downarrow t = t \) and let \( \{s'_n\}_{n \in \mathbb{N}} \subseteq \mathcal{D} \cap (t', T) \setminus \{t\} \) with \( \lim_{n \to \infty} s'_n \downarrow t' = t' \). We can deduce from (A.18) that \( X_t (\omega) = \lim_{n \to \infty} X_{s_n} (\omega) \leq \lim_{n \to \infty} X_{s'_n} (\omega) = X_{t'} (\omega) \). Therefore, \( X \) is an increasing process. \( \square \)

**Proof of (6.34)**. (1) The continuity of \( Y^\nu \)’s implies that for \( \mathbb{P} \)-a.s. \( \omega \in \Omega \)

\[
\lim_{s \searrow t} \sup_{s \in (t, (t + 2^{-n}) \wedge T)} Y_s^\nu (\omega) \leq \lim_{m \to \infty} \sup_{s \in (t, (t + 2^{-m}) \wedge T)} Y_s^\nu (\omega) = Y_t^\nu (\omega) , \quad \forall t \in [\nu (\omega), \tau (\omega)] .
\]

which shows that the process \( \{Y^\nu_{\nu \vee (\tau_\ell \wedge \gamma)}\}_{t \in [0, T]} \) has \( \mathbb{P} \)-a.s. right lower semi-continuous paths. It then follows from (6.32) that \( \tilde{K}^\ell_\nu \) has \( \mathbb{P} \)-a.s. right upper semi-continuous paths.

(2) We next show that \( \tilde{K}^\ell_\nu \) is a weak limit of \( \{K^n_{\nu \vee (\tau_\ell \wedge \gamma)}\}_{n \in \mathbb{N}} \) in \( L^2 (\mathcal{F}_T) \) for any \( \gamma \in T \).

Let \( \chi \in L^2 (\mathcal{F}_T) \). In virtue of martingale representation theorem, there exists a unique \( Z^X \in H^{2, 2} \) such that \( \mathbb{P} \)-a.s.

\[
M_t^X := \mathbb{E} [\chi | \mathcal{F}_t] = \mathbb{E} [\chi ] + \int_0^t Z_s^X dB_s , \quad \forall t \in [0, T] .
\]

Set \( \zeta = \zeta^\ell := \nu \vee (\tau_\ell \wedge \gamma) \in T \) and let \( n \in \mathbb{N} \). We define \( T_{t, n}^\ell : = K^n_{\nu \vee (\zeta \wedge \gamma)} + Y_{\nu \vee (\zeta \wedge \gamma)} - Y_\nu - (\tilde{K}^\ell_{\nu \vee (\zeta \wedge \gamma)} + Y_{\nu \vee (\zeta \wedge \gamma)} - Y_\nu , t \in [0, T] \). As \( K^n_{\nu \vee (\zeta \wedge \gamma)} = 0 \) by (6.22), one can deduce from (6.28) that
\( \mathbb{P} \text{-a.s.} \)

\[
\Upsilon_{t}^{\ell,n} = - \int_{v}^{\Upsilon_{v}^{\ell,n}(\xi)} \left( g(s, Y_{s}^{\ell,n}, Z_{s}^{n}) - g(s, Y_{s}, 0) - \hat{h}_{s}^{\ell} \right) ds + \int_{v}^{\Upsilon_{v}^{\ell,n}(\xi)} \left( Z_{s}^{n} - Z_{s}^{\ell} \right) dB_{s}
\]

\[
= - \int_{0}^{t} 1_{\{v < s \leq \xi\}} \left( g(s, Y_{s}^{\ell,n}, Z_{s}^{n}) - g(s, Y_{s}, 0) - \hat{h}_{s}^{\ell} \right) ds
\]

\[
+ \int_{0}^{t} 1_{\{v < s \leq \xi\}} \left( Z_{s}^{n} - Z_{s}^{\ell} \right) dB_{s}, \quad t \in [0, T],
\]

thus \( \Upsilon_{t}^{\ell,n} \) is an \( \mathcal{F} \)-adapted continuous process. Since (6.27), (6.31) and (6.25) shows that \( | \Upsilon_{t}^{\ell,n} | \leq 4\ell + K_{\Upsilon_{v}^{\ell,n}(\xi)}^{n} + | \tilde{K}_{\Upsilon_{v}^{\ell,n}(\xi)}^{\ell} |, \forall t \in [0, T] \), (1.5), (6.29) and (6.33) imply that

\[
\mathbb{E} \left[ \left( \Upsilon_{s}^{\ell,n} \right)^{2} \right] \leq 3\mathbb{E} \left[ 16\ell^{2} + (K_{s}^{n})^{2} + (\tilde{K}_{s}^{\ell})^{2} \right]
\]

\[
\leq C_{0}\ell^{2} + C_{0}\mathbb{E} \int_{v}^{t} \left( |\hat{h}_{s}^{\ell}|^{2} + |Z_{s}^{\ell}|^{2} \right) dt < \infty, \quad (A.20)
\]

which shows that \( \Upsilon_{t}^{\ell,n} \in \mathbb{S}^{2} \). Like (6.22), one has

\[
\tilde{K}_{t}^{\ell} = 0, \quad \forall t \in [0, v]. \quad (A.21)
\]

So \( \Upsilon_{v}^{\ell,n} = K_{v}^{n} - \tilde{K}_{v}^{\ell} = 0 \). Integrating by parts the process \( M_{T}^{X} \Upsilon_{t}^{\ell,n} \) yields that \( \mathbb{P} \text{-a.s.} \)

\[
X \Upsilon_{t}^{\ell,n} = M_{t}^{X} \Upsilon_{t}^{\ell,n} = M_{t}^{X} \Upsilon_{t}^{\ell,n} + \int_{t}^{T} M_{s}^{X} d \Upsilon_{s}^{\ell,n} + \int_{t}^{T} \Upsilon_{s}^{\ell,n} d M_{s}^{X}
\]

\[
+ (M_{X}^{X}, \Upsilon_{T}^{\ell,n}) - (M_{X}^{X}, \Upsilon_{t}^{\ell,n})
\]

\[
= - \int_{t}^{T} 1_{\{v < s \leq \xi\}} M_{s}^{X} \left( g(s, Y_{s}^{\ell,n}, Z_{s}^{n}) - g(s, Y_{s}, 0) - \hat{h}_{s}^{\ell} \right) ds
\]

\[
+ \int_{t}^{T} 1_{\{v < s \leq \xi\}} M_{s}^{X} \left( Z_{s}^{n} - Z_{s}^{\ell} \right) dB_{s}
\]

\[
+ \int_{t}^{T} \Upsilon_{s}^{\ell,n} Z_{s}^{X} dB_{s} + \int_{t}^{T} 1_{\{v < s \leq \xi\}} Z_{s}^{X} \left( Z_{s}^{n} - Z_{s}^{\ell} \right) ds, \quad t \in [0, T]. \quad (A.22)
\]

Since Doob’s martingale inequality shows that \( \mathbb{E} \left[ (M_{s}^{X})^{2} \right] \leq 4\mathbb{E} \left[ |M_{T}^{X}|^{2} \right] = 4\mathbb{E} \left[ |X|^{2} \right] < \infty \) (i.e. \( M_{X}^{X} \in \mathbb{S}^{2} \subset \mathbb{H}^{2,2} \)), applying the Burkholder–Davis–Gundy inequality and Hölder’s inequality, we see from (A.20) that

\[
\mathbb{E} \left[ \sup_{t \in [0, T]} \left\| \int_{0}^{t} 1_{\{v < s \leq \xi\}} M_{s}^{X} \left( Z_{s}^{n} - Z_{s}^{\ell} \right) dB_{s} \right\| + \sup_{t \in [0, T]} \left\| \int_{0}^{t} \Upsilon_{s}^{\ell,n} Z_{s}^{X} dB_{s} \right\| \right]
\]

\[
\leq C_{0} \mathbb{E} \left[ M_{T}^{X} \left( \int_{v}^{\xi} |Z_{s}^{n} - Z_{s}^{\ell}|^{2} ds \right)^{1/2} \right] \]

\[
+ C_{0} \mathbb{E} \left[ \Upsilon_{t}^{\ell,n} \left( \int_{0}^{T} |Z_{s}^{X}|^{2} ds \right)^{1/2} \right] \leq C_{0} \left\{ \mathbb{E} \left[ (M_{s}^{X})^{2} \right] \cdot \mathbb{E} \int_{v}^{\xi} |Z_{s}^{n} - Z_{s}^{\ell}|^{2} ds \right\}^{1/2}
\]

\[
+ C_{0} \left\{ \mathbb{E} \left[ \Upsilon_{t}^{\ell,n} \right]^{2} \cdot \mathbb{E} \int_{0}^{T} |Z_{s}^{X}|^{2} ds \right\}^{1/2} < \infty.
\]
Namely, \( \{ \int_0^t 1_{[v<s\leq \zeta]} M_s^X (Z_s^n - Z_{\zeta}^\ell)\, dB_s \}_{t \in [0,T]} \) and \( \{ \int_0^t 1_{[s\geq v]} T_s^\ell, n Z_s^n dB_s \}_{t \in [0,T]} \) are uniformly integrable martingales. Then taking expectation in (A.22) for \( t = 0 \) yields that

\[
\mathbb{E} \left[ \chi \left( K^n_\zeta - \bar{K}_\zeta^\ell \right) \right] = \mathbb{E} \left[ \chi \left( -Y^{\ell,n}_\zeta + Y_\zeta + Y^{\ell,n}_v - Y_v \right) \right] + \mathbb{E} \left[ \chi \tau_T^{\ell,n} \right] \\
= \mathbb{E} \left[ \chi \left( -Y^{\ell,n}_\zeta + Y_\zeta + Y^{\ell,n}_v - Y_v \right) \right] \\
- \mathbb{E} \int_0^T 1_{[v<s\leq \zeta]} M_s^X \left( g(s, Y^{\ell,n}_s, Z_s^n) - g(s, Y^{\ell,n}_s, 0) - \bar{h}_s \right) ds \\
- \mathbb{E} \int_0^T 1_{[v<s\leq \zeta]} M_s^X \left( g(s, Y^{\ell,n}_s, 0) - g(s, Y_s, 0) \right) ds \\
+ \mathbb{E} \int_0^T 1_{[v<s\leq \zeta]} Z_s^X (Z_s^n - Z_{\ell}^\zeta) ds := I_1^n - I_2^n - I_3^n + I_4^n.
\]

As \( M^X, Z^X \in \mathbb{H}^{2,2} \), the weak convergence of \( \{1_{[v<s\leq \tau]}(g(s, Y^{\ell,n}_s, Z_s^n) - g(s, Y^{\ell,n}_s, 0)), n \in \mathbb{N} \} \) to \( \{1_{[v<s\leq \tau]} \bar{h}_s \} \) and that of \( \{1_{[v<s\leq \tau]} Z_s^n \} \) to \( \{1_{[v<s\leq \tau]} \bar{h}_s \} \) by (6.30) show that \( \lim_{n \to \infty} I_2^n = \lim_{n \to \infty} I_4^n = 0 \). Since \( \left| \chi \left( -Y^{\ell,n}_\zeta + Y_\zeta + Y^{\ell,n}_v - Y_v \right) \right| \leq 4\ell |\chi| \) by (6.27), (6.31), (6.25) and since \( \mathbb{E} |\chi| \leq 1 + \mathbb{E} |\chi|^2 < \infty \) by (1.6), the dominated convergence theorem imply that \( \lim_{n \to \infty} I_1^n = 0 \). Moreover, (H3) shows that

\[
\lim_{n \to \infty} 1_{[v<s\leq \zeta]}(g(s, Y^{\ell,n}_s, 0) - g(s, Y_s, 0)) = \lim_{n \to \infty} 1_{A_1 \cap [v<s\leq \zeta]}(g(Y^{\ell,n}_s, 0) - g(s, Y_s, 0)) \\
= 0, \quad ds \otimes d\mathbb{P}\text{-a.s.},
\]

while (H4), (6.27) and (6.25) imply that \( ds \otimes d\mathbb{P}\text{-a.s.} \)

\[
\left| 1_{[v<s\leq \zeta]} M_s^X (g(s, Y^{\ell,n}_s, 0) - g(s, Y_s, 0)) \right| \leq 1_{[v<s\leq \zeta]} |M_s^X| (2h_s + \kappa |Y^{\ell,n}_s| + \kappa |Y_s|) \\
\leq 1_{[v<s\leq \zeta]} |M_s^X| (2h_s + 2\ell \kappa).
\]

As (6.24) and Hölder’s inequality show that

\[
\mathbb{E} \int_0^T 1_{[v<s\leq \zeta]} |M_s^X| (2h_s + 2\ell \kappa) ds \leq 2\ell (1 + \kappa T) \mathbb{E} \left[ M^X_T \right] \\
\leq 2\ell (1 + \kappa T) \left[ \mathbb{E} \left[ (M^X_T)^2 \right] \right]^{1/2} < \infty,
\]

we can apply the dominated convergence theorem again to obtain \( \lim_{n \to \infty} I_3^n = 0 \). Hence \( \lim_{n \to \infty} \mathbb{E} \left[ \chi \left( K^n_\zeta - \bar{K}_\zeta^\ell \right) \right] = 0 \).

Since (6.22) and (A.21) imply that for any \( n \in \mathbb{N} \)

\[
K^n_{\tau_\ell \wedge Y} - \bar{K}_Y^\ell = K^n_{\tau_\ell \wedge Y} - \bar{K}_Y^\ell = K^n_{\tau_\ell \wedge Y} - K^n_{\tau_\ell \wedge (\tau_\ell \wedge Y)} - (\bar{K}_Y^\ell - \bar{K}_{v \wedge (\tau_\ell \wedge Y)}) \\
= K^n_{\tau_\ell \wedge (v \wedge (\tau_\ell \wedge Y))} - K^n_{\tau_\ell \wedge (v \wedge (\tau_\ell \wedge Y))} - (\bar{K}_Y^\ell - \bar{K}_{v \wedge (\tau_\ell \wedge Y)}) = K^n_{\tau_\ell \wedge Y} - \bar{K}_Y^\ell,
\]

one gets \( \lim_{n \to \infty} \mathbb{E} \left[ \chi \left( K^n_{\tau_\ell \wedge Y} - \bar{K}_Y^\ell \right) \right] = 0 \), which shows that \( \{K^n_{\tau_\ell \wedge Y}\}_{n \in \mathbb{N}} \) converges weakly to \( \bar{K}_Y^\ell \) in \( L^2(\mathcal{F}_T) \).
(3) Now, let \( \gamma, \tilde{\gamma} \in \mathcal{T} \) such that \( \gamma \leq \tilde{\gamma} \), \( \mathbb{P}\)-a.s. For any \( n \in \mathbb{N} \), since \( K^n \) is an increasing process, it holds \( \mathbb{P}\)-a.s. that

\[
K^n_{t \wedge \gamma} \leq K^n_{t \wedge \tilde{\gamma}}. \tag{A.23}
\]

Then we must have \( \tilde{K}^\ell \leq \tilde{K}^\ell , \mathbb{P}\)-a.s.: Assume not, i.e. the \( \mathbb{P}\)-measure of set \( A := \{ \tilde{K}^\ell > \tilde{K}^\ell \} \in \mathcal{F}_T \) is strictly larger than 0, it would follow that \( \mathbb{E} \left[ 1_A \tilde{K}^\ell \right] > \mathbb{E} \left[ 1_A \tilde{K}^\ell \right] \). However, we know from part (2) and (A.23) that

\[
\mathbb{E} \left[ 1_A \tilde{K}^\ell \right] = \lim_{n \to \infty} \mathbb{E} \left[ 1_A K^n_{t \wedge \gamma} \right] \leq \lim_{n \to \infty} \mathbb{E} \left[ 1_A K^n_{t \wedge \tilde{\gamma}} \right] = \mathbb{E} \left[ 1_A \tilde{K}^\ell \right].
\]

An contradiction appears. Therefore, \( \tilde{K}^\ell \leq \tilde{K}^\ell , \mathbb{P}\)-a.s. Then Lemma A.3 shows that \( \tilde{K}^\ell \) is an increasing process. \( \square \)

**Proof of (6.37)**. Set \( \alpha := (\lambda^+ + \kappa^2) \) and Fix \( m, n \in \mathbb{N} \) with \( m > n \). We define processes \( \bar{e}^{m,n} := \bar{e}^{m,n} - \bar{e}^{m,n} , t \in [0, T] \) for \( \mathbb{E} = Y, Y^\ell, Z \). Similar to (A.10), we can deduce from (6.26) that \( \mathbb{P}\)-a.s.

\[
e^{\alpha t}|Y_{t}^{\ell,m,n}|^2 + \int_{t}^{\tau_{\ell}} e^{\alpha s} \left( |a|^2 + |Z_{s}^{m,n}|^2 \right) ds
\]

\[
= e^{\alpha t}|Y_{t}^{\ell,m,n}|^2 + 2 \int_{t}^{\tau_{\ell}} e^{\alpha s} Y_{s}^{\ell,m,n} \left( g(s, Y_{s}^{\ell,m}, Z_{s}^{m}) - g(s, Y_{s}^{\ell,n}, Z_{s}^{n}) \right) ds
\]

\[
+ 2 \int_{t}^{\tau_{\ell}} e^{\alpha s} Y_{s}^{\ell,m,n} dK_{s}^{n} - 2 \int_{t}^{\tau_{\ell}} e^{\alpha s} Y_{s}^{\ell,m,n} dK_{s}^{n} - 2 \int_{t}^{\tau_{\ell}} e^{\alpha s} Y_{s}^{\ell,m,n} Z_{s}^{m,n} dB_{s}, \quad \forall t \in [v, \tau_{\ell}]. \tag{A.24}
\]

By (H1) and (H2), it holds \( ds \otimes d\mathbb{P}\)-a.s. that

\[
Y_{s}^{\ell,m,n} \left( g(s, Y_{s}^{\ell,m}, Z_{s}^{m}) - g(s, Y_{s}^{\ell,n}, Z_{s}^{n}) \right)
\]

\[
= Y_{s}^{\ell,m,n} \left( g(s, Y_{s}^{\ell,m}, Z_{s}^{m}) - g(s, Y_{s}^{\ell,n}, Z_{s}^{m}) \right)
\]

\[
+ Y_{s}^{\ell,m,n} \left( g(s, Y_{s}^{\ell,n}, Z_{s}^{m}) - g(s, Y_{s}^{\ell,n}, Z_{s}^{n}) \right)
\]

\[
\leq \lambda |Y_{s}^{\ell,m,n}|^2 + \kappa |Y_{s}^{\ell,m,n}| |Z_{s}^{m,n}| \leq (\lambda^+ + \kappa^2) |Y_{s}^{\ell,m,n}|^2 + \frac{1}{4} |Z_{s}^{m,n}|^2. \tag{A.25}
\]

Also, one can deduce from the definition of process \( K^{m} \) that

\[
\int_{t}^{\tau_{\ell}} e^{\alpha s} Y_{s}^{\ell,m,n} dK_{s}^{m} = 1_{A \ell} \int_{t}^{\tau_{\ell}} e^{\alpha s} Y_{s}^{\ell,m,n} dK_{s}^{m} = 1_{A \ell} \int_{t}^{\tau_{\ell}} 1_{\{Y_{s}^{m} < L_{s}\}} e^{\alpha s} Y_{s}^{m,n} dK_{s}^{m}
\]

\[
\leq 1_{A \ell} \int_{t}^{\tau_{\ell}} 1_{\{Y_{s}^{m} < L_{s}\}} e^{\alpha s} (L_{s} - Y_{s}^{n})dK_{s}^{m}
\]

\[
\leq e^{\alpha T} 1_{A \ell} \int_{t}^{\tau_{\ell}} (Y_{s}^{n} - L_{s})^{-} dK_{s}^{m}
\]

\[
\leq e^{\alpha T} 1_{A \ell} \left( \sup_{s \in [v, \tau_{\ell}]} (Y_{s}^{n} - L_{s})^{-} \right) K_{t \wedge \tilde{\gamma}}^{m}, \quad \forall t \in [v, \tau_{\ell}]. \tag{A.26}
\]
Similarly,

\[-\int_t^{\tau_\ell} e^{as} Y_s^{\ell,m,n} dK_s^n \leq 1_{A_\ell} \int_t^{\tau_\ell} 1_{|Y_s^n| \leq L_s} e^{as} (L_s - Y_s^m) dK_s^n \]

\[\leq e^{at} 1_{A_\ell} \left( \sup_{s \in [v, \tau_\ell]} (Y_s^m - L_s)^- \right) K_{\tau_\ell}^n \]

\[\leq e^{at} 1_{A_\ell} \left( \sup_{s \in [v, \tau_\ell]} (Y_s^n - L_s)^- \right) K_{\tau_\ell}^n, \quad \forall \, t \in [v, \tau_\ell].\]

Plugging this and (A.25), (A.26) back into (A.24) shows that \( P \)-a.s.

\[e^{at} |Y_t^{\ell,m,n}|^2 + \frac{1}{2} \int_t^{\tau_\ell} e^{as} |Z_s^{m,n}|^2 ds \leq \eta - 2 \int_t^{\tau_\ell} e^{as} Y_s^{\ell,m,n} Z_s^{m,n} dB_s, \quad \forall \, t \in [v, \tau_\ell],\]

where \( \eta := e^{at} |Y_t^{\ell,m,n}|^2 + 2 e^{at} 1_{A_\ell} \left( \sup_{s \in [v, \tau_\ell]} (Y_s^n - L_s)^- \right) (K_{\tau_\ell}^m + K_{\tau_\ell}^n). \)

Taking expectation for \( t = v \), we see from Hölder’s inequality, (6.27) and (6.29) that

\[\mathbb{E} \int_0^T 1_{|v - t \leq \tau_\ell|} |Z_t^{m,n}|^2 dt \leq \mathbb{E} \int_v^{\tau_\ell} e^{as} |Z_s^{m,n}|^2 ds \leq 2 \mathbb{E}[\eta] \leq 2 \mathbb{E} \left( e^{at} |Y_t^{\ell,m,n}|^2 \right)^{1/2} + 4 e^{at} \left\{ \mathbb{E} \left[ 1_{A_\ell} \sup_{s \in [v, \tau_\ell]} ((Y_s^n - L_s)^-) \right] \times \mathbb{E} \left[ (K_{\tau_\ell}^m + K_{\tau_\ell}^n)^2 \right] \right\}^{1/2} \]

\[\leq C_0 \mathbb{E} \left[ 1_{A_\ell} |Y_{\tau_\ell} - Y_t^n| \right] + C_0 \ell \left\{ \mathbb{E} \left[ 1_{A_\ell} \sup_{s \in [v, \tau_\ell]} ((Y_s^n - L_s)^-) \right] \right\}^{1/2}. \quad (A.27)\]

On the other hand, the Burkholder–Davis–Gundy inequality implies that

\[\mathbb{E} \sup_{t \in [v, \tau_\ell]} |Y_t^{\ell,m,n}|^2 \leq \mathbb{E} \left[ \sup_{t \in [v, \tau_\ell]} e^{at} |Y_t^{\ell,m,n}|^2 \right] \leq \mathbb{E}[\eta] \]

\[+ 2 \mathbb{E} \left[ \sup_{t \in [0, T]} \left| \int_t^T 1_{|v - s \leq \tau_\ell|} e^{as} Y_s^{\ell,m,n} Z_s^{m,n} dB_s \right| \right] \]

\[\leq \mathbb{E}[\eta] + C_0 \mathbb{E} \left[ \left( \sup_{t \in [v, \tau_\ell]} |Y_t^{\ell,m,n}| \right) \cdot \left( \int_v^{\tau_\ell} e^{at} |Z_t^{m,n}|^2 dt \right)^{1/2} \right] \]

\[\leq \mathbb{E}[\eta] + \frac{1}{2} \mathbb{E} \left[ \sup_{t \in [v, \tau_\ell]} |Y_t^{\ell,m,n}|^2 \right] + C_0 \mathbb{E} \int_v^{\tau_\ell} e^{at} |Z_t^{m,n}|^2 dt. \]

As \( \mathbb{E} \left[ \sup_{t \in [v, \tau_\ell]} |Y_t^{\ell,m,n}|^2 \right] \leq 4 \ell^2 \) by (6.27) and (6.25), it follows from (A.27) that

\[\mathbb{E} \sup_{t \in [v, \tau_\ell]} |Y_t^{\ell,m,n}|^2 \leq 2 \mathbb{E}[\eta] + C_0 \mathbb{E} \int_v^{\tau_\ell} e^{at} |Z_t^{m,n}|^2 dt \leq C_0 \mathbb{E}[\eta]. \quad (A.28)\]
Since Doob’s martingale inequality and (6.27) show that
\[
\mathbb{E}\left[ \sup_{t \in [0,v]} Y_{t}^{\ell,m,n} \right] \leq 4 \mathbb{E}\left[ \sup_{t \in [0,T]} |E[1_{A_{t}} Y_{v}^{m,n} |F_{t}]|^{2} \right] \leq 4 \mathbb{E}\left[ \sup_{t \in [v,\tau]} |Y_{t}^{\ell,m,n}|^{2} \right],
\]
we see from (6.27) and (A.28) that
\[
\mathbb{E}\left[ \sup_{t \in [0,T]} |Y_{t}^{\ell,m,n}|^{2} \right] \leq 5 \mathbb{E}\left[ \sup_{t \in [v,\tau]} |Y_{t}^{\ell,m,n}|^{2} \right] \leq C_{0}\mathbb{E}[\eta].
\]
This together with (A.27) leads to that
\[
\sup_{m>n} \left\{ \mathbb{E}\left[ \sup_{t \in [0,T]} |Y_{t}^{\ell,m,n}|^{2} \right] + \mathbb{E}\int_{0}^{T} 1_{\{v < t \leq \tau\}} |Z_{t}^{m,n}|^{2} dt \right\} \leq C_{0}\mathbb{E}[\eta] \leq C_{0}\mathbb{E}\left[ 1_{A_{t}} |Y_{\tau_{t}} - Y_{n}^{\ell}|^{2} \right] + C_{0} \ell \left\{ \mathbb{E}\left[ 1_{A_{t}} \sup_{t \in [v,\tau]} ((Y_{n}^{\ell} - L_{t})^{2}) \right] \right\}^{1/2}.
\]
As \(1_{A_{t}} |Y_{\tau_{t}} - Y_{n}^{\ell}| \leq 2\ell\), \(\forall n \in \mathbb{N}\) by (6.25), letting \(n \to \infty\), we see from bounded convergence theorem and (6.36) that
\[
\lim_{n \to \infty} \sup_{m>n} \left\{ \mathbb{E}\left[ \sup_{t \in [0,T]} |Y_{t}^{\ell,m,n}|^{2} \right] + \mathbb{E}\int_{0}^{T} 1_{\{v < t \leq \tau\}} |Z_{t}^{m,n}|^{2} dt \right\} = 0.
\]
Hence, \(\{Y_{n}^{\ell}\}_{n \in \mathbb{N}}\) is Cauchy sequence in \(\mathbb{S}^{2}\) and \(\left\{ 1_{\{v < t \leq \tau\}} Z_{t}^{n} \right\}_{t \in [0,T]}\) \(n \in \mathbb{N}\) is Cauchy sequence in \(\mathbb{H}^{2,2}\). \(\square\)

**Proof of (6.43)**. As \(K_{v}^{n} = K_{v}^{\ell} = 0\) by (6.22) and (6.42), one can deduce from (6.28) that \(\mathbb{P}\text{-a.s.}\)
\[
K_{t}^{n} - K_{t}^{\ell} = (K_{t}^{n} - K_{v}^{n}) - (K_{t}^{\ell} - K_{v}^{\ell}) = Y_{t}^{\ell,n} - Y_{t}^{\ell} - 1_{A_{t}} (Y_{v} - Y_{t})
\]
\[
- \int_{v}^{t} \left( g(s, Y_{s}^{\ell,n}, Z_{s}^{n}) - g(s, Y_{s}, Z_{s}^{\ell}) \right) ds + \int_{v}^{t} (Z_{s}^{n} - Z_{s}^{\ell}) dB_{s}, \quad \forall t \in [v, \tau_{\ell}].
\]
Then (6.27) and (H1) show that \(\mathbb{P}\text{-a.s.}\)
\[
|K_{t}^{n} - K_{t}^{\ell}| \leq 1_{A_{t}} |Y_{v}^{n} - Y_{v}| + 1_{A_{t}} |Y_{t}^{n} - Y_{t}|
\]
\[
+ \int_{v}^{t} \left( |\kappa|Z_{s}^{n} - Z_{s}^{\ell}| + |g(s, Y_{s}^{\ell,n}, Z_{s}^{\ell}) - g(s, Y_{s}, Z_{s}^{\ell})| \right) ds
\]
\[
+ \int_{v}^{t} (Z_{s}^{n} - Z_{s}^{\ell}) dB_{s}, \quad \forall t \in [v, \tau_{\ell}].
\]
Since Hölder’s inequality and (1.5) imply that
\[
|K^n_t - K^\ell_t|^2 \leq C_0 1_{A_\ell} |Y^n_t - Y_t|^2 + C_0 1_{A_\ell} |Y^n_t - Y_t|^2 + C_0 \int_v^t |Z^n_s - Z^\ell_s|^2 ds
\]
\[
+ C_0 1_{A_\ell} \int_v^t |g(s, Y^n_s, Z^\ell_s) - g(s, Y_s, Z^\ell_s)| ds
\]
\[
+ C_0 \sup_{t \in [0,T]} \left| \int_0^t 1_{\{v < s \leq t\}} (Z^n_s - Z^\ell_s) dB_s \right|^2, \ \forall t \in [v, \tau_\ell],
\]
we can deduce from Doob’s martingale inequality that
\[
\mathbb{E} \left[ \sup_{t \in [v, \tau_\ell]} |K^n_t - K^\ell_t|^2 \right] \leq C_0 \mathbb{E} \left[ 1_{A_\ell} |Y^n_v - Y_v|^2 \right]
\]
\[
+ C_0 \mathbb{E} \left[ 1_{A_\ell} \sup_{t \in [v, \tau_\ell]} |Y^n_t - Y_t|^2 \right] + C_0 \mathbb{E} \int_v^\tau |Z^n_t - Z^\ell_t|^2 dt
\]
\[
+ C_0 \mathbb{E} \left[ \left( \int_v^\tau 1_{A_\ell} |g(t, Y^n_t, Z^\ell_t) - g(t, Y_t, Z^\ell_t)| dt \right)^2 \right].
\]
The bounded convergence theorem and (6.25) imply that \( \lim_{n \to \infty} \mathbb{E} \left[ 1_{A_\ell} |Y^n_v - Y_v|^2 \right] = 0. \) Thanks to (6.41), it remains to show that
\[
\lim_{n \to \infty} \mathbb{E} \left[ \left( \int_v^\tau 1_{A_\ell} |g(t, Y^n_t, Z^\ell_t) - g(t, Y_t, Z^\ell_t)| dt \right)^2 \right] = 0. \quad (A.29)
\]
By (H3), it holds \( dt \otimes d\mathbb{P}\)-a.s. that \( \lim_{n \to \infty} 1_{A_\ell \cap [v < t \leq \tau_\ell]} |g(t, Y^n_t, Z^\ell_t) - g(t, Y_t, Z^\ell_t)| = 0. \) Also, (H1), (H4) and (6.25) imply that for any \( n \in \mathbb{N} \)
\[
1_{A_\ell \cap [v < t \leq \tau_\ell]} |g(t, Y^n_t, Z^\ell_t) - g(t, Y_t, Z^\ell_t)|
\]
\[
\leq 1_{A_\ell \cap [v < t \leq \tau_\ell]} \left( |g(t, Y^n_t, 0)| + |g(t, Y^n_t, Z^\ell_t) - g(t, Y^n_t, 0)| + |g(t, Y_t, 0)|
\]
\[
+ |g(t, Y_t, Z^\ell_t) - g(t, Y_t, 0)| \right) \leq 1_{A_\ell \cap [v < t \leq \tau_\ell]} \left( 2h_t + 2\kappa \ell + 2\kappa |Z^\ell_t| \right)
\]
\[
:= h_t^\ell, \quad dt \otimes d\mathbb{P}\)-a.s. \quad (A.30)
\]
As \( \mathbb{E} \int_0^T h_t^\ell dt \leq 2\ell + 2\kappa \ell T + 2\kappa T^{1/2} \left( \mathbb{E} \int_0^T |Z^\ell_t|^2 dt \right)^{1/2} < \infty \) by (6.24) and Hölder’s inequality, applying the dominated convergence theorem yields that
\[
\lim_{n \to \infty} \mathbb{E} \int_v^\tau 1_{A_\ell} |g(t, Y^n_t, Z^\ell_t) - g(t, Y_t, Z^\ell_t)| dt = 0.
\]
So up to a subsequence of \( \{Y^n\}_{n \in \mathbb{N}} \), it holds \( \mathbb{P}\)-a.s. that \( \lim_{n \to \infty} \int_v^\tau 1_{A_\ell} |g(t, Y^n_t, Z^\ell_t) - g(t, Y_t, Z^\ell_t)| dt = 0. \) Since (A.30) shows that for any \( n \in \mathbb{N}, \int_v^\tau 1_{A_\ell} |g(t, Y^n_t, Z^\ell_t) - g(t, Y_t, Z^\ell_t)| dt \leq \left( \int_0^T h_t^\ell dt \right)^2, \mathbb{P}\)-a.s. and since Hölder’s inequality implies that \( \mathbb{E} \left[ \left( \int_0^T h_t^\ell dt \right)^2 \right] \leq \right[ \int_0^T (2\ell + 2\kappa \ell T + 2\kappa \int_v^\tau |Z^\ell_t|^2 dt)^2 \leq C_0 \ell^2 + C_0 \mathbb{E} \int_v^\tau |Z^\ell_t|^2 dt < \infty, \) applying the dominated convergence theorem again yields (A.29). \( \square \)
Proof of (6.45*). For any $n \in \mathbb{N}$, Hölder’s inequality and (6.29) imply that
\[
\mathbb{E} \int_{v}^{\tau_{\ell}} |Y_{t}^{n} - Y_{t}| dK_{t}^{n} = \mathbb{E} \left[ 1_{A_{\ell}} \int_{v}^{\tau_{\ell}} |Y_{t}^{n} - Y_{t}| dK_{t}^{n} \right] \leq \mathbb{E} \left[ 1_{A_{\ell}} \left( \sup_{t \in [v, \tau_{\ell}]} |Y_{t}^{n} - Y_{t}| K_{t}^{n} \right) \right]^{1/2} \\
\leq \left\{ \mathbb{E} \left[ (K_{\tau_{\ell}}^{n})^{2} \right] \mathbb{E} \left[ 1_{A_{\ell}} \sup_{t \in [v, \tau_{\ell}]} |Y_{t}^{n} - Y_{t}|^{2} \right] \right\}^{1/2} \\
\leq C_{0} \ell \left\{ \mathbb{E} \left[ 1_{A_{\ell}} \sup_{t \in [v, \tau_{\ell}]} |Y_{t}^{n} - Y_{t}|^{2} \right] \right\}^{1/2}.
\]
As $n \to \infty$, (6.41) shows that $\lim_{n \to \infty} \mathbb{E} \left[ \int_{v}^{\tau_{\ell}} (Y_{t}^{n} - Y_{t}) dK_{t}^{n} \right] = 0$. So up to a subsequence of $\{Y_{n}\}_{n \in \mathbb{N}}$,
\[
\lim_{n \to \infty} \int_{v}^{\tau_{\ell}} (Y_{t}^{n} - Y_{t}) dK_{t}^{n} = 0, \quad \mathbb{P}\text{-a.s.} \quad (A.31)
\]
For $\mathbb{P}$-a.s. $\omega \in \Omega$ such that (6.44) holds and that path $Y_{t}(\omega) - L_{t}(\omega)$ is continuous from $t = v(\omega)$ to $t = \tau_{\ell}(\omega)$ by (6.40), one can deduce from (6.44) that measure $dK_{t}^{n}(\omega)$ converges weakly to measure $dK_{t}^{\ell}(\omega)$ on period $[v(\omega), \tau_{\ell}(\omega)]$, so
\[
\lim_{n \to \infty} \int_{v(\omega)}^{\tau_{\ell}(\omega)} (Y_{t}(\omega) - L_{t}(\omega)) dK_{t}^{n}(\omega) = \int_{v(\omega)}^{\tau_{\ell}(\omega)} (Y_{t}(\omega) - L_{t}(\omega)) dK_{t}^{\ell}(\omega).
\]
Adding this to (A.31), we see from (6.35) that $\mathbb{P}$-a.s.
\[
0 \leq 1_{[v, \tau_{\ell}]} \int_{v}^{\tau_{\ell}} (Y_{t} - L_{t}) dK_{t}^{\ell} \leq 1_{[v, \tau_{\ell}]} \int_{v}^{\tau_{\ell}} (Y_{t} - L_{t}) dK_{t}^{n} = \int_{v}^{\tau_{\ell}} (Y_{t} - L_{t}) dK_{t}^{n}
\]
\[
= \lim_{n \to \infty} \int_{v}^{\tau_{\ell}} (Y_{t} - L_{t}) dK_{t}^{n}
\]
\[
= \lim_{n \to \infty} \int_{v}^{\tau_{\ell}} 1_{[Y_{t}^{n} < L_{t}]} (Y_{t}^{n} - L_{t}) dK_{t}^{n} \leq 0, \quad \forall t \in [v, \tau_{\ell}],
\]
proving (6.45*). \hfill \Box

Proof of Claim (6.60). It is clear that $Y_{\gamma_{v}} = 1_{[\gamma_{v} = T]} Y_{T} + 1_{[\gamma_{v} < T]} Y_{\gamma_{v}} \leq 1_{[\gamma_{v} = T]} \xi + 1_{[\gamma_{v} < T]} U_{\gamma_{v}}$, $\mathbb{P}$-a.s., so we only need to show the converse inequality.

Fix $n \in \mathbb{N}$ Clearly, $K_{s}^{n} := n \int_{0}^{s} (Y_{r}^{n} - L_{r})^{-} dr$, $s \in [0, T]$ is a process of $\mathbb{R}^{0}$ satisfying that $\mathbb{P}$-a.s.
\[
Y_{t}^{n} = Y_{v}^{n} + \int_{t}^{\gamma_{v}^{n}} g(s, Y_{s}^{n}, Z_{s}^{n}) ds + K_{\gamma_{v}^{n}}^{n} - K_{v}^{n} - \int_{t}^{\gamma_{v}^{n}} Z_{s}^{n} dB_{s}, \quad \forall t \in [v, \gamma_{v}^{n}]
\]
by (6.59). Since $\mathbb{E}[|Y_{t}^{n}|] < \infty$ by the uniform integrability of $\{Y_{\zeta}^{n}\}_{\zeta \in \mathcal{T}}$, applying Lemma A.2 with $(Y, Z, K) = (Y^{n}, Z^{n}, K^{n})$ and $\tau = \gamma_{v}^{n}$, we see from (1.6) that for any $p \in (0, 1)$
\[
\mathbb{E} \left[ \left( \int_{v}^{\gamma_{v}^{n}} |Z_{t}^{n}|^{2} dt \right)^{p/2} \right] \leq C_{p} \mathbb{E} \left[ \sup_{t \in [v, \gamma_{v}^{n}]} |Y_{t}^{n}|^{p} + \left( \int_{v}^{\gamma_{v}^{n}} h_{t} dt \right)^{p} \right] \leq C_{p} \mathbb{E} \left[ 1 + \sup_{s \in [0, T]} |Y_{s}^{n}|^{p} + \sup_{s \in [0, T]} |Y_{s}|^{p} + \int_{0}^{T} h_{t} dt \right]. \quad (A.32)
\]
Let \( j \in \mathbb{N} \) and define a stopping time \( \zeta^n_{j} := \inf\{t \in [0, T] : \int_0^t |Z^n_s|^2 ds > j\} \wedge T \in T \). Since (6.59) shows that

\[
Y^n_{\gamma_0 \wedge \zeta^n_{j}} \geq Y^n_{\gamma_0 \wedge \zeta^n_{j}} = Y^n_{\gamma_0 \wedge \zeta^n_{j}} + \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} g(s, Y^n_s, Z^n_s) ds + K^n_{\gamma_0 \wedge \zeta^n_{j}} - K^n_{\gamma_0 \wedge \zeta^n_{j}}
\]

\[
- \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} Z^n_s dB_s
\]

\[
\geq Y^n_{\gamma_0 \wedge \zeta^n_{j}} + \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} g(s, Y^n_s, Z^n_s) ds - \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} Z^n_s dB_s, \quad \mathbb{P}\text{-a.s.,}
\]

taking conditional expectation \( \mathbb{E}\left[ \cdot | \mathcal{F}_{\gamma_0 \wedge \zeta^n_{j}} \right] \) yields that \( \mathbb{P}\)-a.s.

\[
Y^n_{\gamma_0 \wedge \zeta^n_{j}} \geq \mathbb{E}\left[ Y^n_{\gamma_0 \wedge \zeta^n_{j}} + \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} g(t, Y^n_t, Z^n_t) dt \bigg| \mathcal{F}_{\gamma_0 \wedge \zeta^n_{j}} \right] = 1_{\{\gamma_0 \geq \zeta^n_{j}\}} \mathbb{E}\left[ Y^n_{\gamma_0 \wedge \zeta^n_{j}} + \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} g(t, Y^n_t, Z^n_t) dt \bigg| \mathcal{F}_{\gamma_0 \wedge \zeta^n_{j}} \right] + 1_{\{\gamma_0 < \zeta^n_{j}\}} \mathbb{E}\left[ Y^n_{\gamma_0 \wedge \zeta^n_{j}} + \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} g(t, Y^n_t, Z^n_t) dt \bigg| \mathcal{F}_{\gamma_0 \wedge \zeta^n_{j}} \right] : = I_{n}^{1,j} + I_{n}^{2,j}. \tag{A.33}
\]

As \( \{\gamma_0 \geq \zeta^n_{j}\} \subset \{\gamma_0 \geq \zeta^n_{j}\} \), it holds \( \mathbb{P}\)-a.s. that

\[
I_{n}^{1,j} = \mathbb{E}\left[ 1_{\{\gamma_0 \geq \zeta^n_{j}\}} Y^n_{\gamma_0 \wedge \zeta^n_{j}} + 1_{\{\gamma_0 \geq \zeta^n_{j}\}} \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} g(t, Y^n_t, Z^n_t) dt \bigg| \mathcal{F}_{\gamma_0 \wedge \zeta^n_{j}} \right] = \mathbb{E}\left[ 1_{\{\gamma_0 \geq \zeta^n_{j}\}} Y^n_{\gamma_0 \wedge \zeta^n_{j}} \bigg| \mathcal{F}_{\gamma_0 \wedge \zeta^n_{j}} \right]. \tag{A.34}
\]

Similar to (6.17), (H4), (H5), (1.5) and (1.6) imply that \( |g(t, Y^n_t, Z^n_t)| \leq \kappa + (1 + \kappa) h_t + 2\kappa |Y^n_t| + |K^n_{2n}| \), \( dt \otimes d\mathbb{P}\)-a.s. It then follows from Hölder’s inequality that \( \mathbb{P}\)-a.s.

\[
\int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} |g(s, Y^n_s, Z^n_s)| ds \leq \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} g(s, Y^n_s, Z^n_s) |ds | \leq C_0 \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} (1 + h_s + |Y^n_s|) |ds |
\]

\[
+ \kappa (Y^n_0 - \gamma_0)^{1-\alpha/2} \left( \int_{\gamma_0 \wedge \zeta^n_{j}}^{\gamma^n_{\gamma_0 \wedge \zeta^n_{j}}} |Z^n_s|^2 |ds | \alpha/2 \right) \tag{A.35}
\]

\[
\leq C_0 \int_0^T (1 + h_s + |Y^n_s|) |ds | + C_\alpha \left( \int_0^T |Z^n_s|^2 |ds | \right)^{\alpha/2}. \tag{A.36}
\]

By Fubini’s Theorem and the uniform integrability of \( \{Y^n_\zeta\}_{\zeta \in T} \), \( \mathbb{E}\left[ \int_0^T |Y^n_s| |ds | \right] = \int_0^T \mathbb{E}[|Y^n_s|] |ds | \leq T \sup_{s \in [0, T]} \mathbb{E}[|Y^n_s|] < \infty \), which together with \( Z^n \in \mathbb{H}^{2, \alpha} \) shows that the last term in (A.36) is integrable. As \( Z^n \in \mathbb{H}^{2, \alpha} \) shows that \( \{\zeta^n_{j}\}_{j \in \mathbb{N}} \) is stationary, it holds \( \mathbb{P}\)-a.s. that \( \lim_{j \to \infty} Y^n_{\gamma_0 \wedge \zeta^n_{j}} = Y_{\gamma_0} \) though we have not yet shown whether \( Y \) is a continuous process. Letting \( j \to \infty \) in (A.33) and (A.34), we can deduce from the uniform integrability of \( \{Y^n_\zeta\}_{\zeta \in T} \) and the
conditional-expectation version of dominated convergence theorem that

\[
Y_{\nu} \geq 1_{\{\gamma_{\nu}=T\}} Y_{\nu} + \lim_{j \to \infty} t_{\nu}^{n,j} = 1_{\{\gamma_{\nu}=T\}} \xi + 1_{\{\gamma_{\nu}<T\}} \mathbb{E} \left[ Y_{\nu} + \int_{\gamma_{\nu}}^{\nu} g(t, Y_{t}^{n}, Z_{t}^{n}) dt \bigg| \mathcal{F}_{\nu} \right]
\]

where we used in the last equality the fact that \( Y_{\nu}^{n} = U_{\nu}^{n} \), \( \mathbb{P} \)-a.s. on \( \{Y_{\nu}^{n} < T\} \) by the continuity of \( Y^{n} \) and \( U \).

Since \( \lim_{n \to \infty} \downarrow 1_{\{\gamma_{n}^{\nu} = T\}} = 1_{\{\gamma = T\}} \) and since \( \xi \in L^{1}(\mathcal{F}_{T}) \), applying the conditional-expectation version of dominated convergence theorem yields that

\[
\lim_{n \to \infty} \mathbb{E} \left[ 1_{\{\gamma_{n}^{\nu} = T\}} \xi \bigg| \mathcal{F}_{\nu} \right] = \lim_{n \to \infty} \mathbb{E} \left[ 1_{\{\gamma_{\nu}<T\}} 1_{\{\gamma_{n}^{\nu} = T\}} \xi \bigg| \mathcal{F}_{\nu} \right] = 0, \quad \mathbb{P} \text{-a.s.} \quad (A.38)
\]

As \( 1_{\{\gamma_{n}^{\nu} < T\}} \mathbb{E} \left[ U_{\nu}^{n} \right] = 1_{\{\gamma_{n}^{\nu} < T\}} \left| Y_{\nu}^{n} \right| \leq \left| Y_{\nu}^{1} \right| + \left| Y_{\nu}^{n} \right| \), \( \mathbb{P} \)-a.s., the uniform integrability of \( \{Y_{\nu}^{1}\}_{\nu \in T} \) and \( \{Y_{\nu}^{n}\}_{\nu \in T} \) implies that of \( \{1_{\{\gamma_{n}^{\nu} < T\}} U_{\nu}^{n}\}_{n \in \mathbb{N}} \) and it then follows from the continuity of \( U \) that

\[
\lim_{n \to \infty} \mathbb{E} \left[ 1_{\{\gamma_{n}^{\nu} < T\}} U_{\nu}^{n} \bigg| \mathcal{F}_{\nu} \right] = \mathbb{E} \left[ 1_{\{\gamma_{\nu}<T\}} U_{\nu} \bigg| \mathcal{F}_{\nu} \right] = 1_{\{\gamma_{\nu}<T\}} U_{\nu}, \quad \mathbb{P} \text{-a.s.} \quad (A.39)
\]

Set \( \tilde{\alpha} := \frac{1}{2}(1 + \alpha) \in (0, 1) \). Given \( \varepsilon > 0 \), with \( A_{\nu}^{n} := \mathbb{E} \left[ \int_{\gamma_{\nu}}^{\nu} \left| g(s, Y_{s}^{n}, Z_{s}^{n}) \right| ds \bigg| \mathcal{F}_{\nu} \right] > \varepsilon \) \( \in \mathcal{F}_{\nu} \), (A.35), Hölder’s inequality and (A.32) imply that

\[
\mathbb{P}(A_{\nu}^{n}) \leq \frac{1}{\varepsilon} \mathbb{E} \left[ 1_{A_{\nu}^{n}} \mathbb{E} \left[ \int_{\gamma_{\nu}}^{\nu} \left| g(t, Y_{t}^{n}, Z_{t}^{n}) \right| dt \bigg| \mathcal{F}_{\nu} \right] \right] = \frac{1}{\varepsilon} \mathbb{E} \left[ 1_{A_{\nu}^{n}} \int_{\gamma_{\nu}}^{\nu} \left| g(t, Y_{t}^{n}, Z_{t}^{n}) \right| dt \right]
\]

\[
\leq \frac{C_{0}}{\varepsilon} \mathbb{E} \int_{\gamma_{\nu}}^{\nu} \left( 1 + h_{t} \right) \left| Y_{t}^{n} \right| dt + \frac{\kappa}{\varepsilon} \mathbb{E} \left[ \left( Y_{\nu}^{n} - Y_{\nu} \right)^{1-\alpha/2} \left( \int_{\gamma_{\nu}}^{\nu} \left| Z_{t}^{n} \right|^{2} dt \right)^{\alpha/2} \right]
\]

\[
\leq \frac{C_{0}}{\varepsilon} \mathbb{E} \int_{\gamma_{\nu}}^{\nu} \left( 1 + h_{t} \right) \left( \left| Y_{t}^{n} \right| + \left| Y_{t} \right| \right) dt + \frac{\kappa}{\varepsilon} \left\{ \mathbb{E} \left( Y_{\nu}^{n} - Y_{\nu} \right)^{(\frac{\alpha}{2(\alpha-\alpha)} - 1)} \right\}
\]

\[
\times \left\{ \mathbb{E} \left( \int_{\gamma_{\nu}}^{\nu} \left| Z_{t}^{n} \right|^{2} dt \right)^{\frac{\alpha}{2}} \right\}^{\frac{1}{1-\alpha/\alpha}}
\leq \frac{C_{0}}{\varepsilon} \mathbb{E} \int_{\gamma_{\nu}}^{\nu} \left( 1 + h_{t} \right) \left( \left| Y_{t}^{n} \right| + \left| Y_{t} \right| \right) dt + \frac{C_{\alpha}}{\varepsilon} \left\{ \mathbb{E} \left( Y_{\nu}^{n} - Y_{\nu} \right)^{(\frac{\alpha}{2(\alpha-\alpha)} - 1)} \right\}
\]

\[
\times \left\{ \mathbb{E} \left[ 1 + \sup_{s \in [0,T]} \left| Y_{s}^{n} \right| + \sup_{s \in [0,T]} \left| Y_{s} \right| + \int_{0}^{T} h_{t} dt \right] \right\}^{\frac{1}{1-\alpha/\alpha}}.
\]

Since Fubini’s Theorem and the uniform integrability of \( \{Y_{\nu}^{1}\}_{\nu \in T} \), \( \{Y_{\nu} \}_{\nu \in T} \) show that

\[
\mathbb{E} \int_{0}^{T} \left( 1 + h_{t} \right) \left( \left| Y_{t}^{1} \right| + \left| Y_{t} \right| \right) dt \leq \int_{0}^{T} \left( 1 + h_{t} \right) dt + \int_{0}^{T} \mathbb{E} \left[ \left| Y_{t}^{1} \right| + \left| Y_{t} \right| \right] dt
\]

\[
\leq \int_{0}^{T} \left( 1 + h_{t} \right) dt + T \sup_{t \in [0,T]} \mathbb{E} \left[ \left| Y_{t}^{1} \right| \right] + T \sup_{t \in [0,T]} \mathbb{E} \left[ \left| Y_{t} \right| \right] < \infty,
\]
letting $n \to \infty$, we can deduce from the dominated convergence theorem and the bounded convergence theorem that
\[
\lim_{n \to \infty} \mathbb{P} \left\{ \mathbb{E} \left[ \int_{\gamma_n} g(s, Y^n_s, Z^n_s) \, ds \bigg| \mathcal{F}_{\gamma_n} \right] > \varepsilon \right\} = 0, \quad \mathbb{P}\text{-a.s.}
\]
Thus, $\mathbb{E} \left[ \int_{\gamma_n} g(s, Y^n_s, Z^n_s) \, ds \bigg| \mathcal{F}_{\gamma_n} \right]$ converges to 0 in probability $\mathbb{P}$. Up to a subsequence of $\{(Y^n, Z^n)\}_{n \in \mathbb{N}}$, one has
\[
\lim_{n \to \infty} \mathbb{E} \left[ \int_{\gamma_n} g(s, Y^n_s, Z^n_s) \, ds \bigg| \mathcal{F}_{\gamma_n} \right] = 0, \quad \mathbb{P}\text{-a.s.},
\]
which together with (A.37)–(A.39) leads to that $Y_{\gamma_n} \geq 1_{\{\gamma_n = T\}} \xi + 1_{\{\gamma_n < T\}} U_{\gamma_n}$, $\mathbb{P}\text{-a.s.}$  

References