Exploring Additional Personalized Support While Attempting Exercise Problems in Online Learning Platforms
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ABSTRACT
In online asynchronous learning environments, students are assigned exercises, but it is not clear how to incorporate the kinds of actions an in-person tutor might take such as explaining, providing more practice, prompting for reflection, and motivating. We explore approaches to adding “Drop-Downs” that appear after a student submits an answer and that contain additional information to support learning. We conducted randomized A/B experiments exploring the impact of these Drop-Downs on student learning in the online portion of a flipped CS1 course. The deployed Drop-Downs in this course provided explanations, reflective prompts, additional problems, and motivational messages. The results suggest that students benefit from various Drop-Downs in different contexts, indicating the possibility of personalizing content based on the student’s state. We discuss the resulting design implications of Drop-Downs in online learning systems.
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INTRODUCTION AND RELATED WORK
An increasing number of educational institutions have adopted online asynchronous learning [9] and flipped classrooms [16] to deliver lectures to a larger number of students. One of the most common ways to engage students with asynchronous lectures is to provide them with exercise problems to apply what they have learned [8, 2]. However, in classrooms, instructors do not provide just one intervention; they tailor their approach to the student, deciding when and what kind of support to provide based on contextual factors such as the student’s frustration and the amount of time before the deadline. Therefore, we investigate the impact of alternative ways of supporting students to meet their requests in massive open online courses for more feedback and support.

Micro-interventions in educational settings have been an active research area. For example, studies show that prompting students to self-explain has been shown to help them recognize patterns in learning new material and underlying principles and their own misconceptions [18, 1, 4]. Motivational messages are effective in reducing attrition rates [17], building close relationships between students and instructors [14], fostering self-regulated strategies, and boosting academic performance [7]. Several research papers have shown that it is beneficial for students to solve related, additional problems as they help students transfer knowledge used in one question to another [6, 10, 11]. Adaptive feedback, such as explanations and hints, is a popular mechanism for supporting students in online education. Such feedback is divided into two subgroups: step-by-step hints and summative feedback [5]. Suzuki et al. further examined the design spaces of programming hints: locating student errors, presenting examples that break their programs, tracing their execution, and showing example usage of func-
We deployed a variety of Drop-Downs into an online exercise system (PCRS) used in a Python-based CS1 course at a research-intensive North American university. The goal of the study was to gather preliminary data on the impact of various types of Drop-Downs in a real classroom setting. 772 (of 1219) students in the course saw the Drop-Downs and consented for their data to be analyzed.

Students in the course are required to watch course-related video content and complete weekly assigned exercises on an online system (PCRS). We deployed our intervention in a set of multiple-choice questions and related video content provided as an introduction to the programming concepts for the week. Students are given unlimited attempts for each question and receive full marks (0.5% of course grade) for attempting all of them by Monday, before the course meeting.

**Methods**

We deployed a variety of Drop-Downs into an online exercise system (PCRS) used in a Python-based CS1 course at a research-intensive North American university. The goal of the study was to gather preliminary data on the impact of various types of Drop-Downs in a real classroom setting. 772 (of 1219) students in the course saw the Drop-Downs and consented for their data to be analyzed.

Students in the course are required to watch course-related video content and complete weekly assigned exercises on an online system (PCRS). We deployed our intervention in a set of multiple-choice questions and related video content provided as an introduction to the programming concepts for the week. Students are given unlimited attempts for each question and receive full marks (0.5% of course grade) for attempting all of them by Monday, before the course meeting.

**Design of the Intervention**

Our intervention was presented as a Drop-Down like the one in Figure 1. These Drop-Downs were deployed after the first multiple-choice exercise in the section. The exercise (see Figure 2) asked for the expected output of the nested loop code. This is the pre-test. Several types of Drop-Downs were deployed: self-explanation, motivational messages, an additional problem that is very similar to the pre-test, and an explanation of the solution. These variant factors were assigned independently and randomly varied. Students did not receive additional credit for responding to the Drop-Downs.

The self-explanation factor had three levels: no prompt, code prompt, and instructor prompt. The code prompt was, “Can you explain why you chose your answer?” The instructor prompt was, “Can you explain why you chose your answer? Imagine you were explaining to another student, or to your instructor.” These prompts were meant to urge students to reflect on their solution to the attempted problem.

The motivational message shown to participants was, “It is completely normal to feel the urge to guess on PCRS problems, but remember, guessing on PCRS problems until you get the answer prevents you from learning, and can affect you in the final exam. Try to think for at least 30-60 seconds before you choose an answer!” These prompts were intended to reduce maladaptive behaviors like guessing.

Two explanations of the solution were presented. The short version of the explanation was, “The second answer is correct because we fix the elements in [‘Li’, ‘Na’] and then iterate through [‘F’, ‘Cl’, ‘Br’].” The longer explanation of this answer was, “The second answer is correct and here’s why: At line 1, we choose one of ‘Li’ and ‘Na’ and store it in variable metal. At line 2, we choose one of ‘F’, ‘Cl’, and ‘Br’ and store in variable gas without changing variable metal. This means that while executing the inner loop (i.e. for gas in [‘F’, ‘Cl’, ‘Br’]) we have the same value in metal. Therefore, ‘Li’ and ‘Na’ must not alternate.” A student could receive a short explanation, a long explanation, or no explanation at all.

After the students received the intervention, they encountered a post-test problem that contains the same nested list structure as the pre-test problem. As PCRS allows students to attempt a problem multiple times, performance was measured in terms of the difference in the average number of attempts students took to arrive at the correct answer for the pre and post-test problem. An improvement from pre-test to post-test would result in a negative value using this measure.

**Contextual Variables**

Outside of PCRS, we asked students to complete a survey in the middle of the semester to gather their demographics, and 894 of them consented for their survey data to be used in research (M = 400, F = 471, Other = 259). We considered students’ self-reported English proficiency because previous research shows it correlates with their engagement with additional support [3]. The following question on the survey were used as a contextual variable:

C1 I find it challenging to read and listen in English. For example, in reading text and listening to videos in PCRS.
When we grouped students by self-reported fluency in English, as shown in Figure 3, we did not find any significant effect of within the context of self-reported student fluency in English. The answers for this question ranged from Strongly Agree to Strongly Disagree on a 7-point Likert scale that were then binned into three categories. Strongly Agree, Agree, and Somewhat Agree were labelled Agree, Neither Agree nor Disagree, and Strongly Disagree, respectively. The motivational message had marginal positive impact on those who are fluent in English and negative impact on those who are not.

**RESULTS AND DISCUSSION**

To preview, the results of the deployment show that Drop-Downs do not seem to have a direct impact on student performance on the post-test problem. However, when looked at within the context of self-reported student fluency in English, those who find English challenging benefited most from the code self-explanation prompt. In addition, the motivational message had marginal positive impact on those who are fluent in English and negative impact on those who are not.

**Main Effects**

As shown in Figure 3, we did not find any significant effect of the Drop-Downs on student performance for any experimental factors (Explain: $H(2) = 1.326, p = 0.515, \hat{\epsilon}^2 = 0.002$; Motivational message: $H(1) = 0.586, p = 0.444, \hat{\epsilon}^2 = 0.001$; Explanation: $H(2) = 0.558, p = 0.757, \hat{\epsilon}^2 = 0.001$) \(^1\), except that the additional problem had a marginally significant negative effect ($H(1) = 3.046, p = 0.081, \hat{\epsilon}^2 = 0.004$). While the lack of impact for the general problem is disappointing, it highlights the potential importance of contextualization, as described in the next subsection.

**Fluency in English**

When we grouped students by self-reported fluency in English, we found the code prompt of the Explain factor significantly positively affected students with lower English proficiency and that the motivational message had marginally different effects depending on students’ fluency, as shown in Figure 4.

\(^1\)We ran nonparametric statistical tests because the data was not normally distributed.

The result of the Kruskal-Wallis test revealed that the three variant groups of the Explain factor had significantly varying effects on performance for students who agreed to facing challenges in comprehending the questions in English ($H(2) = 11.628, p = 0.003, \hat{\epsilon}^2 = 0.101$) but not for others (Neutral: $H(2) = 1.098, p = 0.577, \hat{\epsilon}^2 = 0.012$; Disagree: $H(2) = 2.014, p = 0.868, \hat{\epsilon}^2 = 0.000$). A Mann-Whitney U test with a Bonferroni correction was then conducted to study the pairwise differences amongst the three variant groups. The results indicate that the code prompt had a significant positive effect on student performance compared to the no prompt case ($U(N_{no\_prompt} = 77, n_{code} = 20) = 449.500, p = 0.001, d_{cohen} = 0.606$ and $U(n_{code} = 20, n_{instruct} = 19) = 92.500, p = 0.002, d_{cohen} = 0.976$). The average difference of number of attempts between the pre- and post-test problems was significantly lower with the code prompt than the no prompt case ($\bar{x}_{no\_prompt} = 0.65, \hat{x}_{code} = -0.55$) and the instructor prompt ($\bar{x}_{instruct} = 0.83, \hat{x}_{code} = -0.55$). However, there was no significant difference between having the instructor prompt and having no prompts at all ($U(N_{no\_prompt} = 77, n_{instruct} = 19) = 649.000, p = 0.209, d_{cohen} = 0.155$).

The other Drop-Down types had no significant effect in the context of student fluency in English (Additional problem: Agree: $H(1) = 3.097, p = 0.078, \hat{\epsilon}^2 = 0.027$; Neutral: $H(1) = 1.356, p = 0.244, \hat{\epsilon}^2 = 0.015$; Disagree: $H(1) = 1.319, p = 0.251, \hat{\epsilon}^2 = 0.003$; Explanation: Agree: $H(2) = 1.656, p = 0.437, \hat{\epsilon}^2 = 0.014$; Neutral: $H(2) = 1.852, p = 0.396, \hat{\epsilon}^2 = 0.001$; Disagree: $H(2) = 0.427, p = 0.808, \hat{\epsilon}^2 = 0.021$). However, it is worth noting a slight improvement in student performance with the motivational message for those who are fluent in English and a slight decline for those who are not (Agree: $H(1) = 1.724, p = 0.189, \hat{\epsilon}^2 = 0.015$; Neutral: $H(1) = 0.038, p = 0.845, \hat{\epsilon}^2 = 0.000$; Disagree: $H(1) = 2.939, p = 0.086, \hat{\epsilon}^2 = 0.007$).

**Limitations**

There are several limitations in our study. First, our measure of English proficiency was subjective. Our C1 (described in...
section 2.0.2) merged non-native English speakers who are confident with English and native speakers. However, some students may be overconfident about their English skills. Second, our pre-test and post-test measured slightly different concepts. Even though both exercises were about “for” loops, the pre-test checks the understanding of the order of the executions, while the post-test checks understanding of the total number of executions. Finally, we deployed the Drop-Downs only in one question. Although the effect of interventions might depend on attributes of the problem, we did not compare the effectiveness of Drop-Downs across problems.

Implications for Future Work
This paper investigates the possibility of personalizing additional support in exercise problems on online learning platforms. The deployment of additional support via Drop-Downs in a university course with hundreds of students revealed that even though most of the interventions did not uniformly work for everyone, there was suggestive evidence that the English proficiency of students changed the effectiveness of the support. We hope practitioners will better tailor online education based on students’ background in the language of instruction. We also hope researchers will build on this study to better understand why such personalization occurs and further explore the difference between the needs of students with higher language proficiency and lower proficiency.
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